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When confronted with a nonlinear systems engineering problem, the first approach usually is to linearize; in other words, to try to avoid the nonlinear aspects of the problem. It is indeed a happy circumstance when a solution can be obtained in this way. When it cannot, the tendency is to try to avoid the situation altogether, presumably in the hope that the problem will go away. Those engineers who forge ahead are often viewed as foolish, or worse. Nonlinear systems engineering is regarded not just as a difficult and confusing endeavor; it is widely viewed as dangerous to those who think about it for too long.

This skepticism is to an extent justifiable. When compared with the variety of techniques available in linear system theory, the tools for analysis and design of nonlinear systems are limited to some very special categories. First, there are the relatively simple techniques, such as phase-plane analysis, which are graphical in nature and thus of limited generality. Then, there are the rather general (and subtle) techniques based on the theory of differential equations, functional analysis, and operator theory. These provide a language, a framework, and existence/uniqueness proofs, but often little problem-specific information beyond these basics. Finally, there is simulation, sometimes ad nauseam, on the digital computer.

I do not mean to say that these techniques or approaches are useless. Certainly phase-plane analysis describes nonlinear phenomena such as limit cycles and multiple equilibria of second-order systems in an efficient manner. The theory of differential equations has led to a highly developed stability theory for some classes of nonlinear systems. (Though, of course, an engineer cannot live by stability alone.) Functional analysis and operator theoretic viewpoints are philosophically appealing, and undoubtedly will become more applicable in the future. Finally, everyone is aware of the occasional success story emanating from the local computer center.

What I do mean to say is that a theory is needed that occupies the middle ground in generality and applicability. Such a theory can be of great importance for it can serve as a starting point, both for more esoteric mathematical studies and for the development of engineering techniques. Indeed, it can serve as a bridge or communication link between these two activities.

In the early 1970s it became clear that the time was ripe for a middle-of-the-road formulation for nonlinear system theory. It seemed that such a formulation should use some aspects of differential- (or difference-) equation descriptions, and transform representations, as well as some aspects of operator-theoretic descriptions. The question was whether, by making structural assumptions and ruling out pathologies, a reasonably
simple, reasonably general, nonlinear system theory could be developed. Hand in hand with this viewpoint was the feeling that many of the approaches useful for linear systems ought to be extensible to the nonlinear theory. This is a key point if the theory is to be used by practitioners as well as by researchers.

These considerations led me into what has come to be called the Volterra/Wiener representation for nonlinear systems. Articles on this topic had been appearing sporadically in the engineering literature since about 1950, but it seemed to be time for an investigation that incorporated viewpoints that in recent years proved so successful in linear system theory. The first problem was to specialize the topic, both to avoid the vagueness that characterized some of the literature, and to facilitate the extension of linear system techniques. My approach was to consider those systems that are composed of feedback-free interconnections of linear dynamic systems and simple static nonlinear elements.

Of course, a number of people recognized the needs outlined above. About the same time that I began working with Volterra/Wiener representations, others achieved a notable success in specializing the structure of nonlinear differential equations in a profitable way. It was shown that bilinear state equations were amenable to analysis using many of the tools associated with linear state equations. In addition, the Volterra/Wiener representation corresponding to bilinear state equations turned out to be remarkably simple.

These topics, interconnection-structured systems, bilinear state equations, Volterra/Wiener representations, and their various interleavings form recurring themes in this book. I believe that from these themes will be forged many useful engineering tools for dealing with nonlinear systems in the future. But a note of caution is appropriate. Nonlinear systems do not yield easily to analysis, especially in the sense that for a given analytical method it is not hard to find an inscrutable system. Worse, it is not always easy to ascertain beforehand when methods based on the Volterra/Wiener representation are appropriate. The folk wisdom is that if the nonlinearities are mild, then the Volterra/Wiener methods should be tried. Unfortunately, more detailed characterization tends to destroy this notion before capturing it, at least in a practical sense.

So, in these matters I ask some charity from the reader. My only recommendation is the merely obvious one to keep all sorts of methods in mind. Stability questions often will call for application of methods based on the theory of differential equations. Do not forget the phase plane or the computer center, for they are sure to be useful in their share of situations. At the same time I urge the reader to question and reflect upon the possibilities for application of the Volterra/Wiener methods discussed herein. The theory is incomplete, and likely to remain so for some time. But I hope to convince that, though the sailing won't be always smooth, the wind is up and the tide fair for this particular passage into nonlinear system theory - and that the engineering tools to be found will make the trip worthwhile.

This text represents my first attempt to write down in an organized fashion the nonlinear system theory alluded to above. As such, the effort has been somewhat frustrating since the temptation always is to view gaps in the development as gaps, and not as research opportunities. In particular the numerous research opportunities have forced
certain decisions concerning style and content. Included are topics that appear to be a
good bet to have direct and wide applicability to engineering problems. Others for which
the odds seem longer are mentioned and referenced only. As to style I eschew the
trappings of rigor and adopt a more mellifluous tone. The material is presented informally,
but in such a way that the reader probably can formalize the treatment relatively easily
once the main features are grasped. As an aid to this process each chapter contains a
Remarks and References section that points the way to the research literature. (Historical
comments that unavoidably have crept into these sections are general indications, not the
result of serious historical scholarship.)

The search for simple physical examples has proven more enobling than productive.
As a result, the majority of examples in the text illustrate calculations or technical features
rather than applications. The same can be said about the problems included in each
chapter. The problems are intended to illuminate and breed familiarity with the subject
matter. Although the concepts involved in the Volterra/Wiener approach are not difficult,
the formulas become quite lengthy and tend to have hidden features. Therefore, I
recommend that consideration of the problems be an integral part of reading the book. For
the most part the problems do not involve extending the presented material in significant
ways. Nor are they designed to be overly difficult or open-ended. My view is that the
diligent reader will be able to pose these kinds of problems with alacrity.

The background required for the material in this book is relatively light if some
discretion is exercised. For the stationary system case, the presumed knowledge of linear
system theory is not much beyond the typical third- or fourth-year undergraduate course
that covers both state-equation and transfer-function concepts. However, a dose of the
oft-prescribed mathematical maturity will help, particularly in the more abstract material
concerning realization theory. As background for some of the material concerning
nonstationary systems, I recommend that the more-or-less typical material in a first-year
graduate course in linear system theory be studied, at least concurrently. Finally, some
familiarity with the elements of stochastic processes is needed to appreciate fully the
material on random process inputs.

I would be remiss indeed if several people have who worked with me in the
nonlinear systems area were not mentioned. Winthrop W. Smith, Stephen L. Baumgartner,
Thurman R. Harper, Edward M. Wysocki, Glenn E. Mitzel, and Steven J. Clancy all
worked on various aspects of the material as graduate students at The Johns Hopkins
University. Elmer G. Gilbert of the University of Michigan contributed much to my
understanding of the theory during his sabbatical visit to The Hopkins, and in numerous
subsequent discussions. Arthur E. Frazho of Purdue University has been most helpful in
clarifying my presentation of his realization theory. William H. Huggins at Johns Hopkins
introduced me to the computer text processor, and guided me through a sometimes stormy
author-computer relationship. It is a pleasure to express my gratitude to these colleagues
for their contributions.
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CHAPTER 1

INPUT/OUTPUT REPRESENTATIONS
IN THE TIME DOMAIN

The Volterra/Wiener representation for nonlinear systems is based on the Volterra series functional representation from mathematics. Though it is a mathematical tool, the application to system input/output representation can be discussed without first going through the mathematical development. I will take this ad hoc approach, with motivation from familiar linear system representations, and from simple examples of nonlinear systems. In what will become a familiar pattern, linear systems will be reviewed first. Then homogeneous nonlinear systems (one-term Volterra series), polynomial systems (finite Volterra series), and finally Volterra systems (infinite series) will be discussed in order.

This chapter is devoted largely to terminology, introduction of notation, and basic manipulations concerning nonlinear system representations. A number of different ways of writing the Volterra/Wiener representation will be reviewed, and interrelationships between them will be established. In particular, there are three special forms for the representation that will be treated in detail: the symmetric, triangular, and regular forms. Each of these has advantages and disadvantages, but all will be used in later portions of the book. Near the end of the chapter I will discuss the origin and justification of the Volterra series as applied to system representation. Both the intuitive and the more mathematical aspects will be reviewed.

1.1 Linear Systems

Consider the input/output behavior of a system that can be described as single-input, single-output, linear, stationary, and causal. I presume that the reader is familiar with the convolution representation

\[ y(t) = \int_{-\infty}^{\infty} h(\sigma)u(t-\sigma)\,d\sigma \]  

where \( u(t) \) is the input signal, and \( y(t) \) is the output signal. The impulse response \( h(t) \),
herein called the kernel, is assumed to satisfy \( h(t) = 0 \) for \( t < 0 \).

There are several technical assumptions that should go along with (1). Usually it is assumed that \( h(t) \) is a real-valued function defined for \( t \in (-\infty, \infty) \), and piecewise continuous except possibly at \( t = 0 \) where an impulse (generalized) function can occur. Also the input signal is a real-valued function defined for \( t \in (-\infty, \infty) \); usually assumed to be piecewise continuous, although it also can contain impulses. Finally, the matter of impulses aside, these conditions imply that the output signal is a continuous, real-valued function defined for \( t \in (-\infty, \infty) \).

More general settings can be adopted, but they are unnecessary for the purposes here. In fact, it would be boring beyond the call of duty to repeat these technical assumptions throughout the sequel. Therefore, I will be casual and leave these issues understood, except when a particularly cautious note should be sounded.

It probably is worthwhile for the reader to verify that the system descriptors used above are valid for the representation (1). Of course linearity is obvious from the properties of the integral. It is only slightly less easy to see that the one-sided assumption on \( h(t) \) corresponds to causality; the property that the system output at a given time cannot depend on future values of the input. Finally, simple inspection shows that the response to a delayed version of the input \( u(t) \) is the delayed version of the response to \( u(t) \), and thus that the system represented by (1) is stationary. Stated more precisely, if the response to \( u(t) \) is \( y(t) \), then the response to \( u(t-T) \) is \( y(t-T) \), for any \( T \geq 0 \), and hence the system is stationary.

The one-sided assumption on \( h(t) \) implies that the infinite lower limit in (1) can be replaced by 0. Considering only input signals that are zero prior to \( t = 0 \), and often this will be the case, allows the upper limit in (1) to be replaced by \( t \). The advantage in keeping infinite limits is that in the many changes of integration variables that will be performed on such expressions, there seldom is a need to change the limits. One of the disadvantages is that some manipulations are made to appear more subtle than they are. For example, when the order of multiple integrations is interchanged, I need only remind that the limits actually are finite to proceed with impunity.

A change of the integration variable shows that (1) can be rewritten as

\[
y(t) = \int_{-\infty}^{\infty} h(t-\sigma)u(\sigma) \, d\sigma
\]  

(2)

In this form the one-sided assumption on \( h(t) \) implies that the upper limit can be lowered to \( t \), while a one-sided assumption on \( u(t) \) would allow the lower limit to be raised to 0. The representation (1) will be favored for stationary systems - largely because the kernel is displayed with unmolested argument, contrary to the form in (2).

To diagram a linear system from the input/output point of view, the labeling shown in Figure 1.1 will be used. In this block diagram the system is denoted by its kernel. If the kernel is unknown, then Figure 1.1 is equivalent to the famous linear black box.
If the assumption that the system is stationary is removed, then the following input/output representation is appropriate. Corresponding to the real-valued function $h(t, \sigma)$ defined for $t \in (-\infty, \infty)$, $\sigma \in (-\infty, \infty)$, with $h(t, \sigma) = 0$ if $\sigma > t$, write

$$y(t) = \int_{-\infty}^{\infty} h(t, \sigma) u(\sigma) d\sigma$$  \hspace{1cm} (3)

As before, it is easy to check that this represents a linear system, and that the special assumption on $h(t, \sigma)$ corresponds to causality. Only the delay-invariance property that corresponds to stationarity has been dropped. Typically $h(t, \sigma)$ is allowed to contain impulses for $\sigma = t$, but otherwise is piecewise continuous for $t \geq \sigma \geq 0$. Of course, the range of integration in (3) can be narrowed as discussed before.

Comparison of (2) and (3) makes clear the fact that a stationary linear system can be regarded as a special case of a nonstationary linear system. Therefore, it is convenient to call the kernel $h(t, \sigma)$ in (3) stationary if there exists a kernel $g(t)$ such that

$$g(t-\sigma) = h(t, \sigma)$$  \hspace{1cm} (4)

An easy way to check for stationarity of $h(t, \sigma)$ is to check the condition $h(0, \sigma-t) = h(t, \sigma)$. If this is satisfied, then setting $g(t) = h(0, -t)$ verifies (4) since $g(t-\sigma) = h(0, \sigma-t) = h(t, \sigma)$.

A (possibly) nonstationary linear system will be diagramed using the representation (3) as shown in Figure 1.2.

![Figure 1.1. A stationary linear system.](image)

![Figure 1.2. A nonstationary linear system.](image)

## 1.2 Homogeneous Nonlinear Systems

The approach to be taken to the input/output representation of nonlinear systems involves a simple generalization of the representations discussed in Section 1.1. The more difficult, somewhat unsettled, and in a sense philosophical questions about the generality and usefulness of the representation will be postponed. For the moment I will write down the representation, discuss some of its properties, and give enough examples to permit the claim that it is interesting.

Corresponding to the real-valued function of $n$ variables $h_n(t_1, \ldots, t_n)$ defined for $t_i \in (-\infty, \infty)$, $i = 1, \ldots, n$, and such that $h_n(t_1, \ldots, t_n) = 0$ if any $t_i < 0$, consider the
input/output relation

\[ y(t) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]  

(5)

The resemblance to the linear system representations of the previous section is clear. Furthermore the same kinds of technical assumptions that are appropriate for the convolution representation for linear systems in (1) are appropriate here. Indeed, (5) often is called generalized convolution, although I won’t be using that term.

Probably the first question to be asked is concerned with the descriptors that can be associated to a system represented by (5). It is obvious that the assumption that \( h_n(t_1, \ldots, t_n) \) is one-sided in each variable corresponds to causality. The system is not linear, but it is a stationary system as a check of the delay invariance property readily shows.

A system represented by (5) will be called a \textit{degree-n homogeneous system}. The terminology arises because application of the input \( \alpha u(t) \), where \( \alpha \) is a scalar, yields the output \( \alpha^n y(t) \), where \( y(t) \) is the response to \( u(t) \). Note that this terminology includes the case of a linear system as a degree-1 homogeneous system. Just as in the linear case, \( h_n(t_1, \ldots, t_n) \) will be called the \textit{kernel} associated with the system.

For simplicity of notation I will collapse the multiple integration and, when no confusion is likely to arise, drop the subscript on the kernel to write (5) as

\[ y(t) = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n) u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]  

(6)

Just as in the linear case, the lower limit(s) can be replaced by 0 because of the one-sided assumption on the kernel. If it is assumed also that the input signal is one-sided, then all the upper limit(s) can be replaced by \( t \). Finally, a change of each variable of integration shows that (6) can be rewritten in the form

\[ y(t) = \int_{-\infty}^{\infty} h(t-\sigma_1, \ldots, t-\sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]  

(7)

At this point it should be no surprise that a stationary degree-\( n \) homogeneous system will be diagramed as shown in Figure 1.3. Again the system box is labeled with the kernel.

\[ u \rightarrow [h(t_1, \ldots, t_n)] \rightarrow y \]

\textbf{Figure 1.3.} A stationary degree-\( n \) homogeneous system.

There are at least two generic ways in which homogeneous systems can arise in engineering applications. The first involves physical systems that naturally are structured in terms of interconnections of linear subsystems and simple nonlinearities. In particular I will consider situations that involve stationary linear subsystems, and nonlinearities that
can be represented in terms of multipliers. For so-called interconnection structured systems such as this, it is often easy to derive the overall system kernel from the subsystem kernels simply by tracing the input signal through the system diagram. (In this case subscripts will be used to denote different subsystems since all kernels are single variable.)

**Example 1.1** Consider the multiplicative connection

![Interconnection Structured System Diagram](image)

**Figure 1.4.** An interconnection structured system.

of three linear subsystems, shown in Figure 1.4. The linear subsystems can be described by

\[ y_i(t) = \int_{-\infty}^{\infty} h_i(\sigma) u(t-\sigma) \, d\sigma, \quad i = 1, 2, 3 \]

and thus the overall system is described by

\[
y(t) = y_1(t)y_2(t)y_3(t) \\
= \int_{-\infty}^{\infty} h_1(\sigma) u(t-\sigma) \, d\sigma \int_{-\infty}^{\infty} h_2(\sigma) u(t-\sigma) \, d\sigma \int_{-\infty}^{\infty} h_3(\sigma) u(t-\sigma) \, d\sigma \\
= \int_{-\infty}^{\infty} h_1(\sigma_1) h_2(\sigma_2) h_3(\sigma_3) u(t-\sigma_1) u(t-\sigma_2) u(t-\sigma_3) \, d\sigma_1 \, d\sigma_2 \, d\sigma_3
\]

Clearly, a kernel for this degree-3 homogeneous system is

\[ h(t_1, t_2, t_3) = h_1(t_1) h_2(t_2) h_3(t_3) \]

A second way in which homogeneous systems can arise begins with a state equation description of a nonlinear system. To illustrate, consider a compartmental model wherein each variable \( x_i(t) \) represents a population, chemical concentration, or other quantity of interest. If the rate of change of \( x_i(t) \) depends linearly on other \( x_j(t) \)'s, but with a scalar parametric control signal, then \( \dot{x}_i(t) \) will contain terms of the form \( du(t)x_j(t) \). Nonlinear compartmental models of this type lead to the study of so-called bilinear state equations

\[
\dot{x}(t) = Ax(t) + Dx(t)u(t) + bu(t) \\
y(t) = cx(t), \quad t \geq 0, \ x(0) = x_0
\]

where \( x(t) \) is the \( n \times 1 \) state vector, and \( u(t) \) and \( y(t) \) are the scalar input and output signals. Such state equations will be discussed in detail later on, so for now a very simple
case will be used to indicate the connection to homogeneous systems.

Example 1.2 Consider a nonlinear system described by the differential equation

\[
\begin{align*}
\dot{x}(t) &= Dx(t)u(t) + bu(t) \\
y(t) &= cx(t), \quad t \geq 0, \quad x(0) = 0
\end{align*}
\]

where \(x(t)\) is a \(2 \times 1\) vector, \(u(t)\) and \(y(t)\) are scalars, and

\[
D = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \quad b = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad c = [0 \ 1]
\]

It can be shown that a differential equation of this general form has a unique solution for all \(t \geq 0\) for a piecewise continuous input signal. I leave it as an exercise to verify that this solution can be written in the form

\[
x(t) = \int_0^t e^{D \sigma_2} \int_\sigma_2^t bu(\sigma_1) d\sigma_1 d\sigma_2
\]

where, of course, the matrix exponential is given by

\[
e^{D \sigma_2} = I + D \int_{\sigma_2}^t u(\sigma_1) d\sigma_1 + \frac{1}{2!} D^2 \left[ \int_{\sigma_2}^t u(\sigma_1) d\sigma_1 \right]^2 + \cdots
\]

For the particular case at hand, \(D^2 = 0\) so that

\[
ed^{D \sigma_2} = \begin{bmatrix} 1 & 0 \\ \int_{\sigma_2}^t u(\sigma_1) d\sigma_1 & 1 \end{bmatrix}
\]

Thus the input/output relation can be written in the form

\[
y(t) = \int_0^t e^{D \sigma_2} \int_\sigma_2^t bu(\sigma_1) d\sigma_1 d\sigma_2
\]

From this expression it is clear that the system is homogeneous and of degree 2. To put the input/output representation into a more familiar form, the \textit{unit step function}

\[
\delta_{-1}(t) = \begin{cases} 
0, & t < 0 \\
1, & t \geq 0
\end{cases}
\]

can be introduced to write
Thus, a kernel for the system is

\[ h(t_1, t_2) = \delta_{t_1-t_2} \]

There will be occasion in later chapters to consider homogeneous systems that may not be stationary. Such a system is represented by the input/output expression

\[ y(t) = \int_{-\infty}^{\infty} h(t, \sigma_1, \ldots, \sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]  \( (8) \)

It is assumed that the kernel satisfies \( h(t, \sigma_1, \ldots, \sigma_n) = 0 \) when any \( \sigma_i > t \) so that the system is causal. Of course, this permits all the upper limits to be replaced by \( t \). If one-sided inputs are considered, then the lower limits can be raised to 0.

As a simple example of a nonstationary homogeneous system, the reader can rework Example 1.1 under the assumption that the linear subsystems are nonstationary. But I will consider here a case where the nonstationary representation quite naturally arises from a stationary interconnection structured system.

**Example 1.3** The interconnection shown in Figure 1.5 is somewhat more complicated than that treated in Example 1.1. As suggested earlier, a good way to find a kernel is to begin with the input signal and find expressions for each labeled signal, working toward the output. The signal \( v(t) \) can be written as

\[ v(t) = \int_{-\infty}^{t} h_3(t-\sigma_3) u(\sigma_3) \, d\sigma_3 \, u(t) \]

Similarly

\[ y(t) = \int_{0}^{t} \delta_{-1}(\sigma_1-\sigma_2) u(\sigma_1) u(\sigma_2) \, d\sigma_1 \, d\sigma_2 \]
The output signal is given by
\[ y(t) = \int_{-\infty}^{t} h_1(t-\sigma_1)w(\sigma_1) \, d\sigma_1 \]
\[ = \int_{-\infty}^{t} \int_{-\infty}^{\sigma_1} h_2(t-\sigma_2)h_3(\sigma_2-\sigma_3)u(\sigma_3) \, d\sigma_2 \, d\sigma_3 \]
\[ = \int_{-\infty}^{t} \int_{-\infty}^{\sigma_2} h_2(t-\sigma_2)h_3(\sigma_2-\sigma_3)u(\sigma_2) \, d\sigma_3 \, d\sigma_2 \]

Thus a kernel for this degree-3 system can be written in the form
\[ h(t, \sigma_1, \sigma_2, \sigma_3) = h_1(t-\sigma_1)h_2(\sigma_1-\sigma_2)h_3(\sigma_2-\sigma_3)\delta_{-1}(\sigma_2-\sigma_3)\delta_{-1}(\sigma_1-\sigma_2) \]

Because of the usual one-sided assumptions on the linear subsystem kernels, the step functions might be regarded as superfluous. More importantly, a comparison of Examples 1.1 and 1.3 indicates that different forms of the kernel are more natural for different system structures.

Comparing the representation (8) for nonstationary systems to the representation (7) for stationary systems leads to the definition that a kernel \( h(t, \sigma_1, \ldots, \sigma_n) \) is stationary if there exists a kernel \( g(t_1, \ldots, t_n) \) such that the relationship
\[ g(t-\sigma_1, \ldots, t-\sigma_n) = h(t, \sigma_1, \ldots, \sigma_n) \]
holds for all \( t, \sigma_1, \ldots, \sigma_n \). Usually it is convenient to check for stationarity by checking the functional relationship
\[ h(0, \sigma_1-t, \ldots, \sigma_n-t) = h(t, \sigma_1, \ldots, \sigma_n) \]
for if this is satisfied, then (9) is obtained by setting
\[ g(t_1, \ldots, t_n) = h(0, t_1, \ldots, t_n) \]
Therefore, when (10) is satisfied I can write, in place of (8),
\[ y(t) = \int_{-\infty}^{\infty} g(t-\sigma_1, \ldots, \sigma_n)u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]
Performing this calculation for Example 1.3 gives a stationary kernel for the system in Figure 1.5:
\[ g(t_1, t_2, t_3) = h_1(t_1)h_2(t_2-t_1)h_3(t_3-t_2)\delta_{-1}(t_3-t_2)\delta_{-1}(t_2-t_1) \]
As mentioned in Section 1.1, in the theory of linear systems it is common to allow impulse (generalized) functions in the kernel. For example, in (1) suppose \( h(t) = g(t) + g_0 \delta_0(t) \), where \( g(t) \) is a piecewise continuous function and \( \delta_0(t) \) is a unit impulse at \( t = 0 \). Then the response to an input \( u(t) \) is

\[
 y(t) = \int_{-\infty}^{\infty} h(t-\sigma)u(\sigma) \, d\sigma \\
= \int_{-\infty}^{\infty} g(t-\sigma)u(\sigma) \, d\sigma + \int_{-\infty}^{\infty} g_0 \delta_0(t-\sigma)u(\sigma) \, d\sigma \\
= \int_{-\infty}^{\infty} g(t-\sigma)u(\sigma) \, d\sigma + g_0 u(t)
\]

That is, the impulse in the kernel corresponds to what might be called a direct transmission term in the input/output relation. Even taking the input \( u(t) = \delta_0(t) \) causes no problems in this set-up. The resulting impulse response is

\[
 y(t) = \int_{-\infty}^{\infty} g(t-\sigma)\delta_0(\sigma) \, d\sigma + \int_{-\infty}^{\infty} g_0 \delta_0(t-\sigma)\delta_0(\sigma) \, d\sigma \\
= g(t) + g_0 \delta_0(t)
\]

Unfortunately these issues are much more devious for homogeneous systems of degree \( n > 1 \). For such systems, impulse inputs cause tremendous problems when a direct transmission term is present. To see why, notice that such a term must be of degree \( n \), and so it leads to undefined objects of the form \( \delta_0^n(t) \) in the response. Since impulsive inputs must be ruled out when direct transmission terms are present, it seems prudent to display such terms explicitly. However, there are a number of different kinds of terms that share similar difficulties in the higher degree cases, and the equations I am presenting are sufficiently long already. For example, consider a degree-2 system with input/output relation

\[
 y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(t-\sigma_1, t-\sigma_2)u(\sigma_1)u(\sigma_2) \, d\sigma_1 \, d\sigma_2 \\
+ \int_{-\infty}^{\infty} g_1(t-\sigma_1)u^2(\sigma_1) \, d\sigma_1 \, + g_0 u^2(t)
\]

Adopting a loose terminology, I will call both of the latter two terms direct transmission terms. Allowing impulses in the kernel means that the representation

\[
 y(t) = \int_{-\infty}^{\infty} h(t-\sigma_1, t-\sigma_2)u(\sigma_1)u(\sigma_2) \, d\sigma_1 \, d\sigma_2
\]

suffices with
\[ h(t_1,t_2) = g(t_1,t_2) + g_1(t_1)\delta_0(t_1-t_2) + g_0\delta_0(t_1)\delta_0(t_2) \] (16)

The dangers notwithstanding, impulses will be allowed in the kernel to account for the various direct transmission terms. But as a matter of convention, a kernel is assumed to be impulse free unless stated otherwise. I should point out that, as indicated by the degree-2 case, the impulses needed for this purpose occur only for values of the kernel’s arguments satisfying certain patterns of equalities.

**Example 1.4** A simple system for computing the integral-square value of a signal is shown in Figure 1.6.

![Figure 1.6. An integral-square computer.](image)

This system is described by

\[ y(t) = -\int_{-\infty}^{\infty} \delta(t-\sigma)u^2(\sigma) \, d\sigma \]

so that a standard-form degree-2 homogeneous representation is

\[ y(t) = -\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta(t-\sigma_1)\delta_0(\sigma_1-\sigma_2)u(\sigma_1)u(\sigma_2) \, d\sigma_2 \, d\sigma_1 \]

If the input signal is one-sided, then the representation can be simplified to

\[ y(t) = \int_{0}^{T} \int_{0}^{\sigma} \delta_0(\sigma_2)u(\sigma_1)u(\sigma_2) \, d\sigma_2 \, d\sigma_1 \]

On the other hand, a simple system for computing the square-integral of a signal is shown in Figure 1.7.

![Figure 1.7. A square-integral computer.](image)

This system is described by
\[
y(t) = \left[ \int_{-\infty}^{\infty} \delta_{-1}(t-\sigma)u(\sigma)\,d\sigma \right]^2
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{-1}(t-\sigma_1)\delta_{-1}(t-\sigma_2)u(\sigma_1)u(\sigma_2)\,d\sigma_1\,d\sigma_2
\]

If the input signal is one-sided, then the representation simplifies to
\[
y(t) = \int_{0}^{t} \int_{0}^{t} u(\sigma_1)u(\sigma_2)\,d\sigma_1\,d\sigma_2
\]

Comparison of these two systems indicates that direct transmission terms (impulsive kernels) arise from unintegrated input signals in the nonlinear part of the system.

A kernel describing a degree-\(n\) homogeneous system will be called **separable** if it can be expressed in the form
\[
h(t_1, \ldots, t_n) = \sum_{i=1}^{m} v_{1i}(t_1)v_{2i}(t_2)\cdots v_{ni}(t_n)
\]

or
\[
h(t, \sigma_1, \ldots, \sigma_n) = \sum_{i=1}^{m} v_{0i}(t)v_{1i}(\sigma_1)\cdots v_{ni}(\sigma_n)
\]

where each \(v_{ji}(.)\) is a continuous function. It will be called **differentially separable** if each \(v_{ji}(.)\) is differentiable. Almost all of the kernels of interest herein will be differentiably separable. Although explicit use of this terminology will not occur until much later, it will become clear from examples and problems that separability is a routinely occurring property of kernels.

The reader probably has noticed from the examples that more than one kernel can be used to describe a given system. For instance, the kernel derived in Example 1.1 can be rewritten in several ways simply by reordering the variables of integration. This feature not only is disconcerting at first glance, it also leads to serious difficulties when system properties are described in terms of properties of the kernel. Therefore, it becomes important in many situations to impose uniqueness by working with special, restricted forms for the kernel. Three such special forms will be used in the sequel: the symmetric kernel, the triangular kernel, and the regular kernel. I now turn to the introduction of these forms.

A **symmetric kernel** in the stationary case satisfies
\[
h_{\text{sym}}(t_1, \ldots, t_n) = h_{\text{sym}}(t_{\pi(1)}, \ldots, t_{\pi(n)})
\]

or, in the nonstationary case,
\[
h_{\text{sym}}(t, \sigma_1, \ldots, \sigma_n) = h_{\text{sym}}(t, \sigma_{\pi(1)}, \ldots, \sigma_{\pi(n)})
\]

where \(\pi(.)\) denotes any permutation of the integers 1, \ldots, \(n\). It is easy to show that without loss of generality the kernel of a homogeneous system can be assumed to be symmetric. In
fact any given kernel, say \( h(t_1, \ldots, t_n) \) in (6), can be replaced by a symmetric kernel simply by setting

\[
h_{\text{sym}}(t_1, \ldots, t_n) = \frac{1}{n!} \sum_{\pi(\cdot)} h(t_{\pi(1)}, \ldots, t_{\pi(n)})
\]  

(21)

where the indicated summation is over all \( n! \) permutations of the integers 1 through \( n \). To see that this replacement does not affect the input/output relation, consider the expression

\[
\int_{-\infty}^{\infty} h_{\text{sym}}(\sigma_1, \ldots, \sigma_n)u(t - \sigma_1) \cdots u(t - \sigma_n) \, d\sigma_1 \cdots d\sigma_n =
\]

\[
\frac{1}{n!} \sum_{\pi(\cdot)} \int_{-\infty}^{\infty} h(\sigma_{\pi(1)}, \ldots, \sigma_{\pi(n)})u(t - \sigma_{\pi(1)}) \cdots u(t - \sigma_{\pi(n)}) \, d\sigma_{\pi(1)} \cdots d\sigma_{\pi(n)}
\]  

(22)

Introducing the change of variables (actually, just a relabeling) \( \tau_i = \sigma_{\pi(i)} \), \( i = 1, \ldots, n \), in every term of the summation in (22) shows that all terms are identical. Thus summing the \( n! \) identical terms on the right side shows that the two kernels yield the same input/output behavior.

Often a kernel of interest is partially symmetric in the sense that not all terms of the summation in (21) are distinct. In this situation the symmetric version of the kernel can be obtained by summing over those permutations that give distinct summands, and replacing the \( n! \) by the number of such permutations. A significant reduction in the number of terms is often the result.

**Example 1.5** Consider a degree-3 kernel that has the form

\[
h(t_1, t_2, t_3) = g(t_1)g(t_2)g(t_3)f(t_1 + t_2)
\]

Incidently, note that this is not a separable kernel unless \( f(t_1 + t_2) \) can be written as a sum of terms of the form \( f_1(t_1)f_2(t_2) \). To symmetrize this kernel, (21) indicates that six terms must be added. However, the first three factors in this particular case are symmetric, and there are only three permutations that will yield distinct forms of the last factor; namely \( f(t_1 + t_2) \), \( f(t_1 + t_3) \), and \( f(t_2 + t_3) \). Thus, the symmetric form of the given kernel is

\[
h_{\text{sym}}(t_1,t_2,t_3) = \frac{1}{3}g(t_1)g(t_2)g(t_3)[f(t_1 + t_2) + f(t_1 + t_3) + f(t_2 + t_3)]
\]

Again I emphasize that although the symmetric version of a kernel usually contains more terms than an asymmetric version, it does offer a standard form for the kernel. In many cases system properties can be related more simply to properties of the symmetric kernel than to properties of an asymmetric kernel.

The second special form of interest is the *triangular kernel*. The kernel in (8), \( h(t, \sigma_1, \ldots, \sigma_n) \), is triangular if it satisfies the additional property that \( h(t, \sigma_1, \ldots, \sigma_n) = 0 \) when \( \sigma_{i+j} > \sigma_j \) for \( i, j \) positive integers. A triangular kernel will be indicated by the subscript "tri" when convenient. For such a kernel the representation (8) can be written in the form

\[
\text{\textit{\footnotesize{12}}}
\]
\[ y(t) = \int_{-\infty}^{t} \int_{-\infty}^{\sigma_1} \cdots \int_{-\infty}^{\sigma_n-1} h_{tri}(t, \sigma_1, \ldots, \sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_n \cdots d\sigma_1 \] (23)

Sometimes this special form of the input/output relation will be maintained for triangular kernels, but often I will raise all the upper limits to \( \infty \) or \( t \) and leave triangularity understood. On some occasions the triangularity of the kernel will be emphasized by appending unit step functions. In this manner (23) becomes

\[ y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\sigma_1} \cdots \int_{-\infty}^{\sigma_n-1} h_{tri}(t, \sigma_1, \ldots, \sigma_n) \delta_{-1}(\sigma_1-\sigma_2) \delta_{-1}(\sigma_2-\sigma_3) \cdots \delta_{-1}(\sigma_{n-1}-\sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_n \cdots d\sigma_1 \] (24)

Notice that there is no need to use precisely this definition of triangularity. For example, if \( h_{tri}(t, \sigma_1, \ldots, \sigma_n) = 0 \) when \( \sigma_j > \sigma_{i+j} \), then the suitable triangular representation is

\[ y(t) = \int_{-\infty}^{t} \int_{-\infty}^{\sigma_1} \cdots \int_{-\infty}^{\sigma_n} h_{tri}(t, \sigma_1, \ldots, \sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_n \cdots d\sigma_1 \] (25)

Stated another way, a triangular kernel

\[ h_{tri}(t, \sigma_1, \ldots, \sigma_n) = h_{tri}(t, \sigma_1, \ldots, \sigma_n) \delta_{-1}(\sigma_1-\sigma_2) \delta_{-1}(\sigma_2-\sigma_3) \cdots \delta_{-1}(\sigma_{n-1}-\sigma_n) \] (26)

remains triangular for any permutation of the arguments \( \sigma_1, \ldots, \sigma_n \). A permutation of arguments simply requires that the integration be performed over the appropriate triangular domain, and this domain can be made clear by the appended step functions. However, I will stick to the ordering of variables indicated in (23) and (26) most of the time.

Now assume that the triangular kernel in (26) in fact is stationary. Then let

\[ g_{tri}(\sigma_1, \ldots, \sigma_n) = h_{tri}(0, -\sigma_1, \ldots, -\sigma_n) \delta_{-1}(\sigma_2-\sigma_1) \delta_{-1}(\sigma_3-\sigma_2) \cdots \delta_{-1}(\sigma_n-\sigma_{n-1}) \] (27)

so that

\[ g_{tri}(t-\sigma_1, \ldots, t-\sigma_n) = h_{tri}(t, \sigma_1, \ldots, \sigma_n) \delta_{-1}(\sigma_1-\sigma_2) \delta_{-1}(\sigma_2-\sigma_3) \cdots \delta_{-1}(\sigma_n-\sigma_{n-1}) \] (28)

and the input/output relation in (23) becomes

\[ y(t) = \int_{-\infty}^{t} \int_{-\infty}^{\sigma_1} \cdots \int_{-\infty}^{\sigma_n} g_{tri}(t-\sigma_1, \ldots, t-\sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_n \cdots d\sigma_1 \] (29)

Or, performing the usual variable change,

\[ y(t) = \int_{-\infty}^{t} \int_{-\infty}^{\sigma_1} \cdots \int_{-\infty}^{\sigma_n} g_{tri}(\sigma_1, \ldots, \sigma_n) u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \] (30)

an expression that emphasizes that in (27) triangularity implies \( g_{tri}(t_1, \ldots, t_n) = 0 \) if \( t_i > t_{i+j} \). But, again, this is not the only choice of triangular domain. In fact, for a degree-n
kernel there are \( n! \) choices for the triangular domain, corresponding to the \( n! \) permutations of variables in the inequality \( t_{\pi(1)} \geq t_{\pi(2)} \geq \cdots \geq t_{\pi(n)} \geq 0 \). So there is flexibility here: pick the domain you like, or like the domain you pick.

To present examples of triangular kernels, I need only review some of the earlier examples. Notice that the nonstationary kernel obtained in Example 1.3 actually is in the triangular form (24). Also the input/output representation obtained in Example 1.2 can be written in the form

\[
y(t) = \int_0^t \int_0^\sigma_1 u(\sigma_1)u(\sigma_2) \, d\sigma_2 d\sigma_1
\]

This corresponds to the triangular kernel \( h_{\text{tri}}(t, \sigma_1, \sigma_2) = \delta_{-1}(\sigma_1-\sigma_2) \) in (24), or to the triangular kernel \( g_{\text{tri}}(t_1, t_2) = \delta_{-1}(t_2-t_1) \) in (29).

The relationship between symmetric and triangular kernels should clarify the features of both. Assume for the moment that only impulse-free inputs are allowed. To symmetrize a triangular kernel it is clear that the procedure of summing over all permutations of the indices applies. However, in this case the summation is merely a patching process since no two of the terms in the sum will be nonzero at the same point, except along lines of equal arguments such as \( \sigma_i = \sigma_j, \sigma_i = \sigma_k, \) and so on. And since the integrations are not affected by changes in integrand values along a line, this aspect can be ignored. On the other hand, for the symmetric kernel \( h_{\text{sym}}(t, \sigma_1, \ldots, \sigma_n) \) I can write the input/output relation as a sum of \( n! \) \( n \)-fold integrations over the \( n! \) triangular domains in the first orthant. Since each of these integrations is identical, the triangular form is given by

\[
h_{\text{tri}}(t, \sigma_1, \ldots, \sigma_n) = n! h_{\text{sym}}(t, \sigma_1, \ldots, \sigma_n) \delta_{-1}(\sigma_1-\sigma_2) \delta_{-1}(\sigma_2-\sigma_3) \cdots \delta_{-1}(\sigma_{n-1}-\sigma_n)
\]

(31)

In the stationary case the symmetric kernel \( h_{\text{sym}}(t_1, \ldots, t_n) \) yields the triangular kernel corresponding to (30) as

\[
g_{\text{tri}}(t_1, \ldots, t_n) = n! h_{\text{sym}}(t_1, \ldots, t_n) \delta_{-1}(t_2-t_1) \cdots \delta_{-1}(t_n-t_{n-1})
\]

(32)

Of course, these formulas imply that either of these special forms is (essentially) uniquely specified by the other.

**Example 1.6** For the stationary, symmetric degree-2 kernel

\[
h_{\text{sym}}(t_1, t_2) = e^{t_1+t_2} e^{\min(t_1,t_2)}
\]

a corresponding triangular kernel is

\[
h_{\text{tri}}(t_1, t_2) = 2e^{2t_1+t_2} \delta_{-1}(t_2-t_1)
\]

It is instructive to recompute the symmetric form. Following (21),
Now this is almost the symmetric kernel I started with. Almost, because for $t_1 = t_2$ the original symmetric kernel is $e^{3t_1}$, while the symmetrized triangular kernel is $2e^{3t_1}$. This is precisely the point of my earlier remark. To wit, values of the kernel along equal argument lines can be changed without changing the input/output representation. In fact they must be changed to make circular calculations yield consistent answers.

Now consider what happens when impulse inputs are allowed, say $u(t) = \delta_0(t)$. In terms of the (nonstationary) symmetric kernel, the response is $y(t) = h_{sym}(t, 0, \ldots, 0)$, and in terms of the triangular kernel, $y(t) = h_{tri}(t, 0, \ldots, 0)$. Thus, it is clear that in this situation (31) is not consistent. Of course, the difficulty is that when impulse inputs are allowed, the value of a kernel along lines of equal arguments can affect the input/output behavior. For a specific example, reconsider the stationary kernels in Example 1.6 with an impulse input.

Again, the problem here is that the value of the triangular kernel along equal argument lines is defined to be equal to the value of the symmetric kernel. This can be fixed by more careful definition of the triangular kernel. Specifically, what must be done is to adjust the definition so that the triangular kernel gets precisely its fair share of the value of the symmetric kernel along equal-argument lines. A rather fancy "step function" can be defined to do this, but at considerable expense in simplicity. My vote is cast for simplicity, so impulse inputs henceforth are disallowed in the presence of these issues, and kernel values along lines will be freely adjusted when necessary. (This luxury is not available in the discrete-time case discussed in Chapter 6, and a careful definition of the triangular kernel which involves a fancy step function is used there. The reader inclined to explicitness is invited to transcribe those definitions to the continuous-time case at hand.)

The third special form for the kernel actually involves a special form for the entire input/output representation. This new form is most easily based on the triangular kernel. Intuitively speaking, it shifts the discontinuity of the triangular kernel out of the picture and yields a smooth kernel over all of the first orthant. This so-called regular kernel will be used only in the stationary system case, and only for one-sided input signals.

Suppose $h_{tri}(t_1, \ldots, t_n)$ is a triangular kernel that is zero outside of the domain $t_1 \geq t_2 \geq \cdots \geq t_n \geq 0$. Then the corresponding input/output representation can be written in the form

$$y(t) = \int_{-\infty}^{\infty} h_{tri}(\sigma_1, \ldots, \sigma_n)u(t-\sigma_1) \cdots u(t-\sigma_n) d\sigma_1 \cdots d\sigma_n$$

where the unit step functions are dropped and the infinite limits are retained just to make the bookkeeping simpler. Now make the variable change from $\sigma_1$ to $\tau_1 = \sigma_1 - \sigma_2$. Then the input/output representation is
\[ y(t) = \int_{-\infty}^{\infty} h_{\text{tri}}(\tau_1 + \sigma_1, \sigma_2, \ldots, \sigma_n) u(t - \tau_1 - \sigma_2) \cdots u(t - \sigma_n) \, d\tau_1 d\sigma_2 \cdots d\sigma_n \]

Now replace \( \sigma_2 \) by \( \tau_2 = \sigma_2 - \sigma_3 \) to obtain

\[ y(t) = \int_{-\infty}^{\infty} h_{\text{tri}}(\tau_1 + \tau_2 + \sigma_3, \tau_2 + \sigma_3, \sigma_3, \ldots, \sigma_n) \]

\[ u(t - \tau_1 - \tau_2 - \sigma_3) u(t - \tau_2 - \sigma_3) u(t - \sigma_3) \cdots u(t - \sigma_n) \, d\tau_1 d\tau_2 d\sigma_3 \cdots d\sigma_n \]

Continuing this process gives

\[ y(t) = \int_{-\infty}^{\infty} h_{\text{tri}}(\tau_1 + \cdots + \tau_n, \tau_2 + \cdots + \tau_n, \ldots, \tau_{n-1} + \tau_n, \tau_n) \]

\[ u(t - \tau_1 - \cdots - \tau_n) u(t - \tau_2 - \cdots - \tau_n) \cdots u(t - \tau_n) \, d\tau_1 \cdots d\tau_n \]

(In continuing the process, each variable change can be viewed as a change of variable in one of the iterated integrals. Thus the Jacobian of the overall change of variables is unity, as is easily verified. This is a general feature of variable changes in the sequel.) Letting

\[ h_{\text{reg}}(t_1, \ldots, t_n) = h_{\text{tri}}(t_1 - t_2, t_2 - t_3, \ldots, t_{n-1} - t_n, t_n) \] (33)

be the regular kernel, I can write

\[ y(t) = \int_{-\infty}^{\infty} h_{\text{reg}}(\tau_1, \ldots, \tau_n) u(t - \tau_1 - \cdots - \tau_n) u(t - \tau_2 - \cdots - \tau_n) \cdots u(t - \tau_n) \, d\tau_1 \cdots d\tau_n \] (34)

where \( h_{\text{reg}}(t_1, \ldots, t_n) \) is zero outside of the first orthant, \( t_1, \ldots, t_n \geq 0 \). As mentioned above, the usual discontinuities encountered along the lines \( t_{j-1} = t_j \), and so on, in the triangular kernel occur along the edges \( t_j = 0 \) of the domain of the regular kernel.

It should be clear from (33) that the triangular kernel corresponding to a given regular kernel is

\[ h_{\text{tri}}(t_1, \ldots, t_n) = h_{\text{reg}}(t_1 + t_2 + \cdots + t_n, t_2 + \cdots + t_n, \ldots, t_{n-1} + t_n, t_n) \] (35)

Thus (33) and (35), in conjunction with the earlier discussion of the relationship between the triangular and symmetric kernels, show how to obtain the symmetric kernel from the regular kernel, and vice versa.

I noted earlier that particular forms for the kernel often are natural for particular system structures. Since the regular kernel is closely tied to the triangular kernel, it is not surprising that when one is convenient, the other probably is also (restricting attention, of course, to the case of stationary systems with one-sided inputs). This can be illustrated by
rereading Example 1.3 in a slightly different way.

**Example 1.7** Using an alternative form of the linear system convolution representation, the calculations in Example 1.3 proceed as follows. Clearly the system is stationary, and one-sided input signals are assumed implicitly. First the signal \( v(t) \) can be written in the form

\[
v(t) = \int_{-\infty}^{\infty} h_3(\sigma_3) u(t-\sigma_3) \, d\sigma_3 \, u(t)
\]

Then

\[
w(t) = \int_{-\infty}^{\infty} h_2(\sigma_2) v(t-\sigma_2) \, d\sigma_2 \, u(t)
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_2(\sigma_2) h_3(\sigma_3) u(t-\sigma_2-\sigma_3) u(t-\sigma_2) \, d\sigma_2 \, d\sigma_3 \, u(t)
\]

and

\[
y(t) = \int_{-\infty}^{\infty} h_1(\sigma_1) w(t-\sigma_1) \, d\sigma_1
\]

\[
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_1(\sigma_1) h_2(\sigma_2) h_3(\sigma_3) u(t-\sigma_1-\sigma_2-\sigma_3) u(t-\sigma_1-\sigma_2) u(t-\sigma_1) \, d\sigma_1 \, d\sigma_2 \, d\sigma_3
\]

Now a simple interchange of the integration variables \( \sigma_1 \) and \( \sigma_3 \) gives

\[
y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_3(\sigma_1) h_2(\sigma_2) h_1(\sigma_3) u(t-\sigma_1-\sigma_2-\sigma_3) u(t-\sigma_1-\sigma_2) u(t-\sigma_1) \, d\sigma_1 \, d\sigma_2 \, d\sigma_3
\]

which is in the regular form (34).

It is worthwhile to run through the triangular and regular forms for a very specific case. This will show some of the bookkeeping that so far has been hidden by the often implicit causality and one-sided input assumptions, and the infinite limits. Also, it will emphasize the special starting point for the derivation of the regular kernel representation.

**Example 1.8** A triangular kernel representation for the input/output behavior of the bilinear state equation in Example 1.2 has been found to be

\[
y(t) = \int_{0}^{t} \int_{0}^{\sigma_1} u(\sigma_1) u(\sigma_2) \, d\sigma_2 \, d\sigma_1
\]

Explicitly incorporating the one-sidedness of the input signal, causality, and triangularity into the kernel permits rewriting this in the form
\[ y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{-1}(t-\sigma_1) \delta_{-1}(t-\sigma_2) \delta_{-1}(\sigma_1-\sigma_2) \delta_{-1}(\sigma_1) \delta_{-1}(\sigma_2) u(\sigma_1) u(\sigma_2) \, d\sigma_2 \, d\sigma_1 \]

This expression can be simplified by removing the redundant step functions. Then replace the variables of integration \( \sigma_1 \) and \( \sigma_2 \) by \( t-\sigma_1 \) and \( t-\sigma_2 \), respectively, to obtain

\[ y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{-1}(\sigma_1) \delta_{-1}(\sigma_2-\sigma_1) \delta_{-1}(t-\sigma_1) \delta_{-1}(t-\sigma_2) u(t-\sigma_1) u(t-\sigma_2) \, d\sigma_2 \, d\sigma_1 \]

Now the kernel clearly is triangular, and nonzero on the domain \( \sigma_2 \geq \sigma_1 \geq 0 \). Interchanging the two integration variables gives an input/output expression in terms of a triangular kernel with domain \( \sigma_1 \geq \sigma_2 \geq 0 \):

\[ y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{-1}(\sigma_1) \delta_{-1}(\sigma_2-\sigma_1) \delta_{-1}(t-\sigma_1) \delta_{-1}(t-\sigma_2) u(t-\sigma_1) u(t-\sigma_2) \, d\sigma_2 \, d\sigma_1 \]

This is the starting point for computing the regular kernel representation. Replace \( \sigma_1 \) with \( \tau_1 = \sigma_1-\sigma_2 \), and then \( \sigma_2 \) with \( \tau_2 \) to obtain

\[ y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta_{-1}(\tau_1) \delta_{-1}(\tau_2-\tau_1) \delta_{-1}(t-\tau_1-\tau_2) \delta_{-1}(t-\tau_2) u(t-\tau_1) u(t-\tau_2) \, d\tau_2 \, d\tau_1 \]

This input/output representation is in regular form, and if the one-sidedness of the input is left understood, the regular kernel is

\[ h_{reg}(t_1,t_2) = \delta_{-1}(t_1) \delta_{-1}(t_2) \]

Furthermore, putting together this result and a slight variation of Example 1.7 shows that the bilinear state equation in Example 1.2 can be represented by the interconnection of integrators and multipliers shown in Figure 1.8.

---

**Figure 1.8.** Interconnection representation for Example 1.2.

Incidently, it is obvious that the triangular, symmetric, and regular forms all collapse to the same thing for homogeneous systems of degree 1. Therefore, when compared to linear system problems, it should be expected that a little more foresight and artistic judgement are needed to pose nonlinear systems problems in a convenient way. This is less an inherited ability than a matter of experience, and by the time you reach the back cover such judgements will be second-nature.
1.3 Polynomial and Volterra Systems

A system described by a finite sum of homogeneous terms of the form

\[ y(t) = \sum_{n=1}^{N} \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]  

(36)

will be called a polynomial system of degree \( N \), assuming \( h_N(t_1, \ldots, t_N) \neq 0 \). If a system is described by an infinite sum of homogeneous terms, then it will be called a Volterra system. Of course, the same terminology is used if the homogeneous terms are nonstationary. By adding a degree-0 term, say \( y_0(t) \), systems that have nonzero responses to identically zero inputs can be represented.

Note that, as special cases, static nonlinear systems described by a polynomial or power series in the input:

\[ y(t) = a_1 u(t) + \cdots + a_N u^N(t) \]

\[ y(t) = \sum_{n=1}^{\infty} a_n u^n(t) \]  

(37)

are included. Simply take \( h_n(t_1, \ldots, t_n) = a_n \delta_0(t_1) \cdots \delta_0(t_n) \) in (36). Further examples of polynomial systems are easy to generate from interconnection structured systems. The simplest case is a cascade connection of a linear system followed by a polynomial nonlinearity. If the nonlinearity is described by an infinite power series, a Volterra system is the result.

Since the Volterra system representation is an infinite series, there must be associated convergence conditions to guarantee that the representation is meaningful. Usually these conditions involve a bound on the time interval and a bound for \( u(t) \) on this interval. These bounds typically depend upon each other in a roughly inverse way. That is, as the time interval is made larger, the input bound must be made smaller, and vice versa. The calculations required to find suitable bounds often are difficult.

**Example 1.9** The following is possibly the simplest type of convergence argument for a Volterra system of the form (36) with \( N = \infty \). Suppose that for all \( t \)

\[ |u(t)| \leq K \]

and

\[ \int_{-\infty}^{\infty} |h_n(\sigma_1, \ldots, \sigma_n)| \, d\sigma_1 \cdots d\sigma_n \leq a_n \]

Then since the absolute value of a sum is bounded by the sum of the absolute values,
\[ |y(t)| \leq \sum_{n=1}^{\infty} \left| \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \right| \]
\[ \leq \sum_{n=1}^{\infty} \left| h_n(\sigma_1, \ldots, \sigma_n) \right| \left| u(t-\sigma_1) \right| \cdots \left| u(t-\sigma_n) \right| \, d\sigma_1 \cdots d\sigma_n \]
\[ \leq \sum_{n=1}^{\infty} a_n K^n \]

Convergence of the power series on the right side implies convergence of the series defining the Volterra system. In this case the time interval is infinite, but of course the convergence condition is quite restrictive.

In the sequel I will be concerned for the most part with polynomial- or homogeneous-system representations, thereby leaping over convergence in a single bound. Of course, convergence is a background issue in that a polynomial system that is a truncation of a Volterra system may be a good approximation only if the Volterra system representation converges. When Volterra systems are considered, the infinite series will be treated informally in that the convergence question will be ignored. All this is not to slight the importance of the issue. Indeed, convergence is crucial when the Volterra series representation is to be used for computation. The view adopted here is more a consequence of the fact that convergence properties often must be established using particular features of the problem at hand. A simple example will illustrate the point.

**Example 1.10** Consider the Volterra system

\[ y(t) = \int_{0}^{t} c b u(\sigma) \, d\sigma + \int_{0}^{t} \int_{0}^{\sigma_1} c D b u(\sigma_2) u(\sigma_3) \, d\sigma_2 d\sigma_1 \]
\[ + \int_{0}^{t} \int_{0}^{\sigma_1} \int_{0}^{\sigma_2} c D^2 b u(\sigma_3) u(\sigma_4) \, d\sigma_3 d\sigma_2 d\sigma_1 + \cdots \]

where \( c, b, \) and \( D \) are \( 1 \times n, n \times 1, \) and \( n \times n \) matrices, respectively. Factoring out the \( c \) and \( b, \) and using a simple identity to rewrite the triangular integrations gives

\[ y(t) = c \left[ \int_{0}^{t} u(\sigma) d\sigma + \frac{1}{2!} D \left[ \int_{0}^{t} u(\sigma) d\sigma \right]^2 + \frac{1}{3!} D^2 \left[ \int_{0}^{t} u(\sigma) d\sigma \right]^3 + \cdots \right] b \]

Now arguments similar to those used to investigate convergence of the matrix exponential can be applied. The result is that this Volterra system converges uniformly on any finite time interval as long as the input is piecewise continuous - a much, in fact infinitely, better result than would be obtained using the approach in Example 1.9. Incidentally, this Volterra system representation corresponds to the bilinear state equation

\[ \dot{x}(t) = D x(t) u(t) + b u(t) \]
\[ y(t) = c x(t) \]

a particular case of which was discussed in Example 1.2. I suggest that the reader discover...
this by differentiating the vector Volterra system representation for $x(t)$:

$$x(t) = \int_0^t b u(\sigma) d\sigma + \int_0^t \int_0^t D b u(\sigma_1) u(\sigma_2) d\sigma_2 d\sigma_1 + \cdots$$

### 1.4 Interconnections of Nonlinear Systems

Three basic interconnections of nonlinear systems will be considered: additive and multiplicative parallel connections, and the cascade connection. Of course, additive parallel and cascade connections are familiar from linear system theory, since linearity is preserved. The multiplicative parallel connection probably is unfamiliar, but it should seem to be a natural thing to do in a nonlinear context. The results will be described in terms of stationary systems. I leave to the reader the light task of showing that little is changed when the nonstationary case is considered.

Interconnections of homogeneous systems will be discussed first. No special form assumptions are made for the kernels because the triangular or symmetric forms are not preserved under all the interconnections. Furthermore, the regular kernel representation will be ignored for the moment. To describe interconnections of polynomial or Volterra systems, a general operator notation will be introduced later in the section. This operator notation always can be converted back to the usual kernel expressions, but often much ink is saved by postponing this conversion as long as possible.

The basic additive connection of two homogeneous systems is shown in Figure 1.9. The overall system is described by

$$y(t) = \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) u (t - \sigma_1) \cdots u (t - \sigma_n) d\sigma_1 \cdots d\sigma_n$$

$$+ \int_{-\infty}^{\infty} g_m(\sigma_1, \ldots, \sigma_m) u (t - \sigma_1) \cdots u (t - \sigma_m) d\sigma_1 \cdots d\sigma_m$$

(38)

When $m = n$ it is clear that this is a degree-$n$ homogeneous system with kernel

$$f_n(t_1, \ldots, t_n) = h_n(t_1, \ldots, t_n) + g_n(t_1, \ldots, t_n)$$

(39)

And if both kernels $h_n(t_1, \ldots, t_n)$ and $g_n(t_1, \ldots, t_n)$ are symmetric (triangular), then the kernel $f_n(t_1, \ldots, t_n)$ will be symmetric (triangular). When $m \neq n$ the overall system is a
polynomial system of degree $N = \max\{n, m\}$.

The second connection of interest is the parallel multiplicative connection shown in Figure 1.10. The mathematical description of the overall system is

\[
y(t) = \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) u(t - \sigma_1) \cdots u(t - \sigma_n) d\sigma_1 \cdots d\sigma_n
\]

\[
\quad \int_{-\infty}^{\infty} g_m(\sigma_1, \ldots, \sigma_m) u(t - \sigma_1) \cdots u(t - \sigma_m) d\sigma_1 \cdots d\sigma_m
\]

\[
= \int_{-\infty}^{\infty} [h_n(\sigma_1, \ldots, \sigma_n)g_m(\sigma_{n+1}, \ldots, \sigma_{n+m})] u(t - \sigma_1) \cdots u(t - \sigma_{n+m}) d\sigma_1 \cdots d\sigma_{n+m}
\]

Thus the multiplicative connection yields a homogeneous system of degree $n + m$ with kernel

\[
f_{n+m}(t_1, \ldots, t_{n+m}) = h_n(t_1, \ldots, t_n)g_m(t_{n+1}, \ldots, t_{n+m})
\]

\[\text{Figure 1.10. A multiplicative parallel connection.}\]

In general, neither symmetry nor triangularity is preserved in this case. Note the relabeling of variables in this development for it is quite common. Distinct labels for the variables must be maintained to avoid confusion and preserve sanity.

The cascade connection of two systems is shown in Figure 1.11. The customary, though usually unstated, assumption is made that the two systems do not interact with each other. That is, there is no loading effect. To obtain a description for this connection, write

\[
y(t) = \int_{-\infty}^{\infty} g_m(\sigma_1, \ldots, \sigma_m) v(t - \sigma_1) \cdots v(t - \sigma_m) d\sigma_1 \cdots d\sigma_m
\]

where, for $j = 1, \ldots, m$,
\[ v(t - \sigma_j) = \int_{-\infty}^{\infty} h_n(\sigma_{m+j-1}n+1, \ldots, \sigma_{m+n}) u(t - \sigma_j, -\infty) \] 

\[ \cdots u(t - \sigma_j, -\infty) \int_{-\infty}^{\infty} d\sigma_{m+n+1} \cdots d\sigma_{m+n+j} \] 

(43)

Figure 1.11. Cascade connection of two systems.

Of course, I have chosen the labeling of variables in (43) to make the end result look nice. Substituting (43) into (42) gives

\[ y(t) = \int_{-\infty}^{\infty} g_m(\sigma_1, \ldots, \sigma_m) \int_{-\infty}^{\infty} h_n(\sigma_{m+1}, \ldots, \sigma_{m+n}) u(t - \sigma_1, -\infty) \] 

\[ \cdots u(t - \sigma_1, -\infty) \int_{-\infty}^{\infty} d\sigma_{m+1} \cdots d\sigma_{m+n} \] 

(44)

Now, in the bracketed terms replace each variable of integration \( \sigma_{m+(j-1)n+i} \) by the variable \( \tau_{(j-1)n+i} = \sigma_{m+(j-1)n+i} + \sigma_j, \ i = 1, \ldots, n, \ j = 1, \ldots, m. \) Then moving the outer \( m \)-fold integration to the inside gives

\[ y(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g_m(\sigma_1, \ldots, \sigma_m) h_n(\tau_1 - \sigma_1, \ldots, \tau_n - \sigma_1) \] 

\[ \cdots h_n(\tau_{(m-1)n+1} - \sigma_m, \ldots, \tau_{mn} - \sigma_m) d\sigma_1 \cdots d\sigma_m u(t - \tau_1) \] 

\[ \cdots u(t - \tau_{mn}) d\tau_1 \cdots d\tau_{mn} \] 

(45)

Thus, the cascade connection yields a homogeneous system of degree \( mn \) with kernel

\[ f_{mn}(t_1, \ldots, t_{mn}) = \int_{-\infty}^{\infty} g_m(\sigma_1, \ldots, \sigma_m) h_n(t_1 - \sigma_1, \ldots, t_n - \sigma_1) \] 

\[ \cdots h_n(t_{(m-1)n+1} - \sigma_m, \ldots, t_{mn} - \sigma_m) d\sigma_1 \cdots d\sigma_m \] 

(46)
It almost is needless to say that symmetry or triangularity usually is lost in this connection. This means that \( f_{mn}(t_1, \ldots, t_{mn}) \) must be symmetrized or triangularized as a separate operation.

I should pause at this point to comment that double-subscripted integration variables can be used in derivations such as the above. However, it is usually more convenient in the long run to work with single-subscripted variables, and the results look better.

When applying the cascade-connection formula, and other convolution-like formulas to specific systems, some caution must be exercised in order to account properly for causality. The use of infinite limits and implicit causality assumptions is an invitation to disaster for the careless. I invite the reader to work the following example in a cavalier manner just to see what can happen.

**Example 1.11** Consider the cascade connection shown in Figure 1.11 with

\[
h_1(t_1) = e^{-t_1}, \quad g_2(t_1, t_2) = \delta_0(t_1-t_2)
\]

The kernels can be rewritten in the form

\[
h_1(t_1) = e^{-t_1} \delta_{-1}(t_1), \quad g_2(t_1, t_2) = \delta_0(t_1-t_2)\delta_{-1}(t_1)\delta_{-1}(t_2)
\]

to incorporate explicitly the causality conditions. Then for \( t_1, t_2 \geq 0 \), (46) gives the kernel of the overall system as

\[
f(t_1, t_2) = \int \int \delta_0(\sigma_1-\sigma_2)\delta_{-1}(\sigma_1)\delta_{-1}(\sigma_2) e^{-(t_1-\sigma_1)}
\]

\[
\delta_{-1}(t_1-\sigma_1) e^{-(t_2-\sigma_2)} \delta_{-1}(t_2-\sigma_2) d\sigma_1 d\sigma_2
\]

\[
= \int \delta_{-1}(\sigma_1)\delta_{-1}(\sigma_1) e^{-(t_1-\sigma_1)}\delta_{-1}(t_1-\sigma_1) e^{-(t_2-\sigma_2)}\delta_{-1}(t_2-\sigma_1) d\sigma_1
\]

This expression can be simplified by using the integration limits to account for the constraints imposed by the unit step functions. Then, for \( t_1, t_2 \geq 0 \),

\[
f(t_1, t_2) = \int_0^{\min[t_1, t_2]} e^{-(t_1-\sigma_1)} e^{-(t_2-\sigma_1)} d\sigma_1
\]

\[
e^{-t_1-t_2} \int_0^{\min[t_1, t_2]} e^{2\sigma_1} d\sigma_1
\]

\[
= \frac{1}{2} e^{-t_1-t_2} [e^{2\min[t_1, t_2]} - 1]
\]

Another way to write this result is

\[
f(t_1, t_2) = \frac{1}{2} e^{-|t_1-t_2|} - e^{-t_1-t_2}, \quad t_1, t_2 \geq 0
\]
Of course, these same subtleties can arise in linear system theory. They may have escaped notice in part because only single integrals are involved, and there is little need for the notational simplicity of infinite limits, and in part because the use of the Laplace transform takes care of convolution in a neat way. The title of Chapter 2 should be reassuring in this regard.

When the regular kernel representation is used, the interconnection rules are more difficult to derive. Of course, the analysis of the additive parallel connection is the exception. If the two regular representations are of the same degree, then the regular kernel for the additive connection is simply the sum of the subsystem regular kernels. If they are not of the same degree, a polynomial system is the result, with the two homogeneous subsystems given in regular representation. For cascade and multiplicative-parallel connections, I suggest the following simple but tedious procedure. For each subsystem compute the triangular kernel from the regular kernel. Then use the rules just derived to find a kernel for the overall system. Finally, symmetrize this kernel and use the result of Problem 1.15 to compute the corresponding regular kernel.

For interconnections of polynomial or Volterra systems, a general operator notation will be used to avoid carrying a plethora of kernels, integration variables, and so forth, through the calculations. At the end of the calculation, the operator notation can be replaced by the underlying description in terms of subsystem kernels. However, for some types of problems this last step need not be performed. For example, to determine if two block diagrams represent the same input/output behavior it simply must be checked that the two diagrams are described by the same overall operator. I should note that convergence issues in the Volterra-system case are discussed in Appendix 1.1, and will be ignored completely in the following development.

The notation
\[ y(t) = H[u(t)] \] (47)
denotes a system \( H \) with input \( u(t) \) and output \( y(t) \). Often the time argument will be dropped, and (47) will be written simply as
\[ y = H[u] \] (48)
(Though nonstationary systems are being ignored here, notice that for such a system the time argument probably should be displayed, for example, \( y(t) = H[t, u(t)] \).) It is convenient to have a special notation for a degree-\( n \) homogeneous system, and so a subscript will be used for this purpose:
\[ y = H_n[u] \] (49)
Then a polynomial system can be written in the form
\[ y = H[u] = \sum_{n=1}^{N} H_n[u] \] (50)
with a similar notation for Volterra systems. The convenience of this slightly more explicit notation is that conversion to the kernel notation is most easily accomplished in a
Considering system interconnections at this level of notation is a simple matter, at least in the beginning. The additive parallel connection of two systems, \( H \) and \( G \), gives the system \( H + G \), which is described by

\[
y = H[u] + G[u] = (H + G)[u]
\]  
(51)

As usual, the addition of mathematical operators (systems) is defined via the addition in the range space (addition of output signals). In a similar manner, the multiplicative parallel connection of the systems \( H \) and \( G \) gives the system \( HG \) described by

\[
y = H[u]G[u] = (HG)[u]
\]  
(52)

Notice that both of these operations are commutative and associative. That is,

\[
GH = HG, \quad (FG)H = F(GH)
\]
(53)

Furthermore, the multiplication of systems is distributive with respect to addition:

\[
F(G + H) = FG + FH, \quad (G + H)F = GF + HF
\]  
(54)

In terms of the notation in (50), it is perfectly clear that

\[
H + G = (H_1 + G_1) + (H_2 + G_2) + \cdots
\]  
(55)

Using (54) the multiplication of two systems is described by

\[
HG = (H_1 + H_2 + \cdots)(G_1 + G_2 + \cdots)
\]

\[
= (H_1 + H_2 + \cdots)G_1 + (H_1 + H_2 + \cdots)G_2 + \cdots
\]

\[
= H_1G_1 + (H_2G_1 + H_1G_2) + (H_3G_1 + H_2G_2 + H_1G_3) + \cdots
\]  
(56)

The terms in (55) and (56) have been grouped according to degree since

\[
degree (H_m + G_m) = m
\]

\[
degree (H_m G_n) = m + n
\]  
(57)

Now it is a simple matter to replace the expressions in (55) and (56) by the corresponding kernel representations.

So far it has been good clean fun, but the cascade connection is a less easy topic. A system \( H \) followed in cascade by a system \( G \) yields the overall system \( G*H \), where the * notation is defined by

\[
y = G[H[u]] = (G*H)[u]
\]  
(58)

But a little more technical caution should be exercised at this point. In particular I have not mentioned the domain and range spaces of the operator representations. For the
multiplicative and additive parallel connections, these can be chosen both for convenience and for fidelity to the actual system setting. However, for the composition of operators in (58) it must be guaranteed that the range space of $H$ is contained in the domain of $G$. Having been duly mentioned, this condition and others like it will be assumed.

The cascade operation is not commutative except in special cases — one being the case where only degree-1 systems are involved:

$$G_1 \ast H_1 = H_1 \ast G_1 \quad (59)$$

The cascade operation is distributive with respect to addition and multiplication only in the particular orderings

$$(G + H) \ast F = G \ast F + H \ast F$$

$$(GH) \ast F = (G \ast F)(H \ast F) \quad (60)$$

and in the special case of the alternative ordering:

$$F_1 \ast (G + H) = F_1 \ast G + F_1 \ast H \quad (61)$$

These results can be established easily by resorting to the corresponding kernel representations, and the rules derived earlier. Also it is obvious from earlier results that

$$degree \ (G_n \ast H_m) = degree \ (H_m \ast G_n) = mn \quad (62)$$

To consider cascade connections of polynomial or Volterra systems in terms of the notation in (50) requires further development. Using the notations

$$w = \sum_{n=1}^{\infty} w_n = \sum_{n=1}^{\infty} H_n[u]$$

$$y = \sum_{n=1}^{\infty} y_n = \sum_{n=1}^{\infty} G_n[w] \quad (63)$$

the objective is to find, for the cascade system $G \ast H$ in Figure 1.11, an operator expression of the form

$$y = \sum_{n=1}^{\infty} F_n[u] \quad (64)$$

where each homogeneous operator $F_n$ is specified in terms of the $H_n$’s and $G_n$’s. It is convenient in this regard to consider the input signal $\alpha u(t)$, where $\alpha$ is an arbitrary real number. Then $H_n[\alpha u] = \alpha^n w_n$, and

$$w = \sum_{n=1}^{\infty} \alpha^n w_n \quad (65)$$

so that
The general term of interest is

$$G_m \left[ \sum_{n=1}^{\infty} \alpha^n w_n \right]$$  \hspace{1cm} (67)

and to analyze this further it is necessary to bring in the kernel representation for $G_m$. Letting $g_{sym}(t_1, \ldots, t_m)$ be the symmetric kernel corresponding to $G_m$, a simple computation gives

$$G_m \left[ \sum_{n=1}^{\infty} \alpha^n w_n \right] = \sum_{n_1=1}^{\infty} \cdots \sum_{n_m=1}^{\infty} \alpha^{n_1 + \cdots + n_m} \hat{G}_m[(w_{n_1}, \ldots, w_{n_m})]$$  \hspace{1cm} (68)

where the new operator is defined by

$$\hat{G}_m[(w_{n_1}, \ldots, w_{n_m})] = \int_{-\infty}^{\infty} g_{sym}(\sigma_1, \ldots, \sigma_m)w_{n_1}(t-\sigma_1) \cdots w_{n_m}(t-\sigma_m) \, d\sigma_1 \cdots d\sigma_m$$  \hspace{1cm} (69)

Note that $\hat{G}_m[(w_{n_1}, \ldots, w_{n_m})]$ is the usual degree-$m$ operator $G_m[w_m]$, and that $\hat{G}_m[(w_{n_1}, \ldots, w_{n_m})]$ is symmetric in its arguments by the symmetry of the kernel. These properties will be used shortly.

Substituting (68) into (66) gives

$$y = \sum_{m=1}^{\infty} \sum_{n_1=1}^{\infty} \cdots \sum_{n_m=1}^{\infty} \alpha^{n_1 + \cdots + n_m} \hat{G}_m[(w_{n_1}, \ldots, w_{n_m})]$$  \hspace{1cm} (70)

Thus, to determine the operators $F_n$ in (64), coefficients of like powers of $\alpha$ in (70) and in the expression

$$y = \sum_{n=1}^{\infty} F_n[\alpha u] = \sum_{n=1}^{\infty} \alpha^n F_n[u]$$  \hspace{1cm} (71)

must be equated. Then the various terms involving the notation $\hat{G}_n[(w_{n_1}, \ldots, w_{n_m})]$ must be broken into their component parts involving the operators $G_m$ and $H_n$. This is a complicated process in general, so I will do just the first few terms. Equating coefficients of $\alpha$ in (70) and (71) gives

$$F_1[u] = G_1[w_1] = G_1[H_1[u]]$$

Thus the degree-1 portion of the overall cascade connection is described by the operator

$$F_1 = G_1 * H_1$$  \hspace{1cm} (72)

Equating coefficients of $\alpha^2$ gives
\[ F_2[u] = G_1[w_2] + \hat{G}_2[(w_1, w_1)] \]
\[ = G_1[w_2] + G_2[w_1] \]
\[ = G_1[H_2[u]] + G_2[H_1[u]] \]

Thus,
\[ F_2 = G_1 * H_2 + G_2 * H_1 \] (73)

Kernels for \( F_1 \) and \( F_2 \) are easily calculated from kernels for \( H_1, H_2, G_1, \) and \( G_2 \) by using (72) and (73) in conjunction with (46).

More interesting things begin to happen when \( F_3 \) is sought. Equating coefficients of \( \alpha^3 \) gives
\[ F_3[u] = G_1[w_3] + \hat{G}_2[(w_1, w_2)] + \hat{G}_2[(w_2, w_1)] + \hat{G}_3[(w_1, w_1, w_1)] \]
\[ = G_1[w_3] + 2\hat{G}_2[(w_1, w_2)] + G_3[w_1] \]

But now a simple calculation involving the kernel representation shows that
\[ G_2[w_1 + w_2] = G_2[w_1] + G_2[w_2] + 2\hat{G}_2[(w_1, w_2)] \] (74)

Thus

and the degree-3 operator for the overall system is
\[ F_3 = G_1 * H_3 + G_3 * H_1 - G_2 * H_1 - G_2 * H_2 + G_2 * (H_1 + H_2) \] (76)

On the face of it, it might not be clear that (76) yields a degree-3 operator. Obviously degree-2 and degree-4 terms are present, but it happens that these add out in the end. See Problem 1.16.

Though the way to proceed probably is clear by now, I will do one more just for the experience. Equating coefficients of \( \alpha^4 \) in (70) and (71) gives
\[ F_4[u] = G_1[w_4] + G_2[w_2] + 2\hat{G}_2[(w_1, w_3)] + 3\hat{G}_3[(w_1, w_1, w_2)] + G_4[w_1] \] (77)

Using an expression of the form (74), the term \( 2\hat{G}_2[(w_1, w_3)] \) can be replaced. Also it is a simple calculation using the kernel representation to show that
\[ 3\hat{G}_3[(w_1, w_1, w_2)] = G_3[2w_1 + w_2] - 2G_3[w_1 + w_2] - 6G_3[w_1] + G_3[w_2] \]

Thus the degree-4 operator for the overall system is
\[ F_4 = G_1 * H_4 + G_2 * H_2 + G_4 * H_1 + G_2 * (H_1 + H_3) - G_2 * H_1 - G_2 * H_3 \]
\[ + \frac{1}{2} G_3 * (2H_1 + H_2) - G_3 * (H_1 + H_2) - 3G_3 * H_1 + \frac{1}{2} G_3 * H_2 \] (78)
Just as in (76), the use of (78) to compute a kernel for \( F_4 \) is straightforward for the \( G_i * H_j \) terms, but a bit more complicated for the \( G_i * (H_j + H_k) \) terms.

So far in this section the feedback connection has been studiously avoided. The time-domain analysis of nonlinear feedback systems in term of kernel representations is quite unenlightening when compared to transform-domain techniques to be discussed later on. (This is similar to the linear case. Who ever analyzes linear feedback systems in terms of the impulse response?) However, the situation is far from simple regardless of the representation used. Even a cursory look at a feedback system from the operator viewpoint will point up some of the difficulties; in fact, it will raise some rather deep issues that the reader may wish to pursue.

The feedback interconnection of nonlinear systems is diagramed in operator notation in Figure 1.12.
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**Figure 1.12.** A nonlinear feedback system.

The equations describing this system are

\[
y = G[e] \tag{79}
\]

\[
e = u - H[y] \tag{80}
\]

It is of interest to determine first if these equations specify an "error system" operator \( e = E[u] \). From (79) and (80) it is clear that such an operator must satisfy the equation

\[
E[u] = u - H[G[E[u]]] \tag{81}
\]

or, in operator form

\[
E = I - H*G*E \tag{82}
\]

where \( I \) is the identity operator, \( I[u] = u \). Equation (82) can be rewritten in the form

\[
E + H*G*E = (I + H*G)*E = I \tag{83}
\]

Thus, a sufficient condition for the existence of a solution \( E \) is that \((I + H*G)^{-1}\) exist, in which case

\[
E = (I + H*G)^{-1} \tag{84}
\]

(If the inverse does not exist, then it can be shown that (79) and (80) do not have a solution for \( e \), or that there are multiple solutions for \( e \). Thus the sufficient condition is necessary as well.)
Of course, the reason the operator $E$ is of interest is that (79) then gives an overall (closed-loop) operator representation of the form $y = F[u]$ for the system according to

$$y = G[e] = G[E[u]]$$

Thus

$$F = G*E = G^*(I + H^*G)^{-1}$$

(85)

an expression that should have a familiar appearance. It should be noted that for these developments to be of system-theoretic interest, the indicated inverse must not only exist, it must also represent a causal system.

To complete the discussion, it remains to give methods for computing the homogeneous terms and corresponding kernels for $F$. The general approach is to combine the first equality in (85) with (82) to write

$$F = G^*(I - H^*F)$$

(86)

But from this point on, a simple example might be more enlightening than a general calculation.

**Example 1.12** Consider the feedback system in Figure 1.12 where

$$G = G_1 + G_3, \quad H = H_1$$

In this case (86) becomes

$$F = (G_1 + G_3)^*(I - H_1*F)$$

Writing $F$ as a sum of homogeneous operators and using distributive properties gives the equation

$$F_1 + F_2 + F_3 + \cdots = G_1^*(I - H_1^*F_1 - H_1^*F_2 - \cdots) + G_3^*(I - H_1^*F_1 - H_1^*F_2 - H_1^*F_3 - \cdots)$$

To find an equation for $F_1$, the degree-1 terms on both sides are equated:

$$F_1 = G_1 - G_1^*H_1^*F_1$$

Thus

$$(I + G_1^*H_1)^*F_1 = G_1$$

and, granting the existence of the operator inverse, $F_1$ is given by

$$F_1 = (I + G_1^*H_1)^{-1}*G_1$$

The terms in this development can be rearranged using the commutativity properties of degree-1 operators to give the equivalent expression.
\[ F_1 = G_1 \ast (I + G_1 \ast H_1)^{-1} \]

But either way, the result is of interest only if \((I + G_1 \ast H_1)^{-1}\) represents a causal system.

Now, equating degree-2 terms on both sides of the original equation gives

\[ F_2 = -G_1 \ast H_1 \ast F_2 \]

Since invertibility of \(I + G_1 \ast H_1\) has been assumed, this equation implies

\[ F_2 = 0 \]

Equating the degree-3 terms in the original equation gives

\[ F_3 = -G_1 \ast H_1 \ast F_3 + G_3 \ast (I - H_1 \ast F_1) \]

The reader might well wonder how to conclude that the degree-3 terms in \(G_3 \ast (I - H_1 \ast F_1 - H_1 \ast F_2 - \cdots)\) are those indicated, since the tempting distributive law does not hold. In fact, the justification involves retreating to the time-domain representations using symmetric kernels, and showing that the omitted terms are of degree greater than 3. Leaving this verification to the reader, the degree-3 terms can be rearranged to give

\[ (I + G_1 \ast H_1) \ast F_3 = G_3 \ast (I - H_1 \ast F_1) \]

Solving yields, again with the operator inverse treated casually,

\[ F_3 = (I + G_1 \ast H_1)^{-1} \ast G_3 \ast (I - H_1 \ast F_1) \]

This can be rewritten in different ways using commutativity properties, and of course substitution can be made for \(F_1\) if desired. The higher-degree terms can be calculated in a similar fashion.

Inspection of the homogeneous terms computed in this example indicates an interesting feature of the operator inverse in (85). Namely, only a linear operator inverse is required to compute the homogeneous terms in the closed-loop operator representation. This is a general feature, as the following brief development will show.

Suppose \(H\) is an operator representation for a nonlinear system. Then \(G^{(p)}\) is called a \(p^{th}\)-degree postinverse of \(H\) if

\[ F = G^{(p)} \ast H = I + F_{p+1} + F_{p+2} + \cdots \quad (87) \]

In other words, \(G^{(p)}\) can be viewed as a polynomial truncation of \(H^{-1}\), assuming of course that \(H^{-1}\) exists. The expression (87) can be used to determine \(G^{(p)}\) in a homogeneous-term-by-homogeneous-term fashion by using the cascade formulas developed earlier. That is, (87) can be written, through degree 3, in the form
\[ G^{(p)} * H = (G_1^{(p)} + G_2^{(p)} + G_3^{(p)} + \cdots) * (H_1 + H_2 + H_3 + \cdots) \]
\[ = (G_1^{(p)} * H_1) + (G_2^{(p)} * H_1 + G_1^{(p)} * H_2) \]
\[ + [G_3^{(p)} * H_1 G_1^{(p)} * H_3 - G_2^{(p)} * H_1 - G_2^{(p)} * H_2 + G_2^{(p)} * (H_1 + H_2)] + \cdots \]

where the terms have been grouped according to degree. Assuming \( p \geq 3 \), the first condition to be satisfied is
\[ G_1^{(p)} * H_1 = I \]

To solve this operator equation, \( H_1 \) must be invertible, and furthermore \( H_1^{-1} \) must correspond to a causal system for the result to be of interest in system theory. Often these restrictions are not satisfied, but it is hard to be explicit about conditions in terms of operator representations. (If \( H_1 \) can be described in terms of a proper rational transfer function representation \( H_1(s) \), the reader is no doubt aware that for causal invertibility it is necessary and sufficient that \( H_1(\infty) \neq 0 \).) At any rate, I will assume the restrictions are satisfied, and write
\[ G_1^{(p)} = H_1^{-1} \]  \hspace{1cm} (88)

with the remark that for feedback applications inverses of the form \((I + H_1)^{-1}\) are required, and invertibility is less of a problem.

The second condition to be satisfied by the \( p^{th} \)-degree postinverse of \( H \) is
\[ G_2^{(p)} * H_1 + G_1^{(p)} * H_2 = 0 \]

Solving for \( G_2^{(p)} \) is a simple matter, giving
\[ G_2^{(p)} = -H_1^{-1} * H_2 * H_1^{-1} \]  \hspace{1cm} (89)

Notice that no further assumptions were required to solve for \( G_2^{(p)} \). The final condition that will be treated explicitly is
\[ G_3^{(p)} * H_1 + G_1^{(p)} * H_3 - G_2^{(p)} * H_1 - G_2^{(p)} * H_2 + G_2^{(p)} * (H_1 + H_2) = 0 \]

Regarding \( G_1^{(p)} \) and \( G_2^{(p)} \) as known gives
\[ G_3^{(p)} = [-G_1^{(p)} * H_3 + G_2^{(p)} * H_1 + G_2^{(p)} * H_2 - G_2^{(p)} * (H_1 + H_2)] * H_1^{-1} \]
\[ = -G_1^{(p)} * H_3 * H_1^{-1} + G_2^{(p)} * H_1 * H_1^{-1} - G_2^{(p)} * (I + H_2 * H_1^{-1}) \]  \hspace{1cm} (90)

and, again, the only inverse required is \( H_1^{-1} \). The higher-degree homogeneous terms in a \( p^{th} \)-degree postinverse can be calculated similarly. Furthermore, a \( p^{th} \)-degree preinverse can be defined, and it can be shown that the \( p^{th} \)-degree postinverse also acts as a \( p^{th} \)-degree preinverse. This is left to Problem 1.19. If the inverse of an operator exists, and the Volterra series representation is convergent, then the \( p^{th} \)-degree inverses are polynomial truncations of the inverse that will be accurate for inputs sufficiently small.
To conclude this discussion, three comments are pertinent to the topic of feedback
collections. The first is that even a simple feedback connection yields a Volterra system,
with the complexity of the higher-degree terms increasing at a rapid rate. The second is
that the operator inverses will sink of their own weight unless buoyed by an appropriate
amount of rigor. Finally, efficient methods for computing the kernels corresponding to
operator inverses have not been discussed, and in that sense the development here needs to
be completed. I will return to this problem in Chapter 2, and in the meantime the
references given in Remark 1.4 can be consulted for further discussion.

1.5 Heuristic and Mathematical Aspects

One justification or, loosely speaking, derivation of the Volterra series
representation is based on a very intuitive approach to nonlinear system description. It is
natural to view the output \( y(t) \) of a nonlinear system at a particular time \( t \) as depending (in
a nonlinear way) on all values of the input at times prior to \( t \). That is, \( y(t) \) depends on
\( u(t-\sigma) \) for all \( \sigma \geq 0 \). It is convenient, though not necessary, to regard \( t \) as the present
instant, and then restate this as: the present output depends on all past input values. At any
rate, this viewpoint leads to the following idea. If \( u(t-\sigma) \) for all \( \sigma \geq 0 \) can be
characterized by a set of quantities \( u_1(t), u_2(t), \ldots, \) then the output \( y(t) \) can be represented
as a nonlinear function of these quantities,

\[ y(t) = f(u_1(t), u_2(t), \cdots) \] (91)

The first step in pursuing this line of thought is to find a characterization for the past
of an input signal. So suppose that \( t \) is fixed and the input \( u(t-\sigma), 0 \leq \sigma < \infty \), is an element
of the Hilbert space of square-integrable functions \( L^2(0, \infty) \). That is,

\[ \int_0^\infty u^2(t-\sigma) \, d\sigma < \infty \]

Furthermore, suppose that \( \phi_1(\sigma), \phi_2(\sigma), \ldots, \) is an orthonormal basis for this space:

\[ \int_0^\infty \phi_i(\sigma)\phi_j(\sigma) \, d\sigma = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases} \]

Then the value of the input signal at any time in the past can be written in the form

\[ u(t-\sigma) = \sum_{i=1}^{\infty} u_i(t)\phi_i(\sigma) \] (92)

where

\[ u_i(t) = \int_0^\infty u(t-\sigma)\phi_i(\sigma) \, d\sigma \] (93)

Although \( t \) is considered to be fixed, this development yields a characterization of the past
of \( u(t) \) in terms of \( u_1(t), u_2(t), \ldots, \) regardless of \( t \).
With this characterization in hand, expand the function \( f(u_1(t), u_2(t), \cdots) \) into a power series so that the output at any time \( t \) is

\[
y(t) = a + \sum_{i=1}^{\infty} a_i u_i(t) + \sum_{i_1=1}^{\infty} a_{i_1} u_{i_1}(t) + \cdots \tag{94}
\]

(Of course, all the infinite sums are truncated in practice to obtain an approximate representation.) To see what all this has to do with the Volterra/Wiener representation, simply substitute (93) into (94) to obtain

\[
y(t) = a + \int_{0}^{\infty} \sum_{i=1}^{\infty} a_i \phi_i(t-\sigma_1) d\sigma_1 + \int_{0}^{\infty} \int_{0}^{\infty} \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{\infty} a_{i_1,i_2} \phi_{i_1}(t-\sigma_1) \phi_{i_2}(t-\sigma_2) u(t-\sigma_1) u(t-\sigma_2) d\sigma_1 d\sigma_2 + \cdots \tag{95}
\]

With the obvious definition of the kernels in terms of the orthonormal functions \( \phi_i(\sigma) \), this is precisely the kind of representation that has been discussed.

Though this demonstration is amusing, and somewhat enlightening, it seems appropriate at least to outline a more rigorous mathematical justification of the Volterra series representation. The development to be reviewed follows the style of the Weierstrass Theorem and deals with approximation of stationary nonlinear systems by stationary polynomial systems. It is assumed at the outset that the input signal space \( U \) and the output signal space \( Y \) are contained in normed linear function spaces so that a norm \( \| \| \) is available. Then the input/output behavior of a system is viewed as an operator \( F:U \rightarrow Y \), and the object is to find a polynomial approximation to \( F \). (The reader uninterested in mathematics, or unfamiliar with some of the terms just used, can skip directly to Section 1.6.)

The Weierstrass Theorem states that if \( f(t) \) is a continuous, real-valued function on the closed interval \([t_1,t_2]\), then given any \( \epsilon > 0 \) there exists a real polynomial \( p(t) \) such that \( |f(t) - p(t)| < \epsilon \) for all \( t \in [t_1, t_2] \). A generalization of this result known as the Stone-Weierstrass Theorem can be stated as follows. Suppose \( X \) is a compact space and \( \Phi \) is an algebra of continuous, real-valued functions on \( X \) that separates points of \( X \) and that contains the constant functions. Then for any continuous, real-valued function \( f \) on \( X \) and any \( \epsilon > 0 \) there exists a function \( p \in \Phi \) such that \( |f(x) - p(x)| < \epsilon \) for all \( x \in X \). (The algebra \( \Phi \) separates points if for any two distinct elements \( x_1, x_2 \in X \) there exists a \( p \in \Phi \) such that \( p(x_1) - p(x_2) \neq 0 \).) It is this generalization that leads rather easily to the representation of interest in the stationary-system case.

The set-up is as follows. One choice for the input space is the set \( U \subset L_2(0,T) \) of functions satisfying: (a) there exists a constant \( K > 0 \) such that for all \( u(t) \in U \),

\[
\int_{0}^{T} |u(t)|^2 \, dt \leq K
\]

(b) for every \( \epsilon > 0 \) there exists a \( \delta > 0 \) such that for all \( u(t) \in U \) and all \( |\tau| < \delta \),
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\[
\int_{0}^{T} |u(t + \tau) - u(t)|^2 \, dt < \varepsilon
\]

It can be shown that this is a compact space (see Remark 1.5). A property that follows easily using these conditions is that if \( u(t) \in U \), then for any \( t_1 \in [0, T] \), \( u_1(t) \in U \), where

\[
u_1(t) = \begin{cases} 
0, & 0 \leq t \leq t_1 \\
u(t - t_1), & t_1 \leq t \leq T
\end{cases}
\]

This property is important, for the Stone-Weierstrass Theorem then gives results when the output space is \( C[0, T] \); the space of continuous, real-valued functions on \( [0, T] \) with the maximum absolute value norm. To see how this works, suppose that \( F \) is a continuous operator that is stationary and causal, and \( F: U \rightarrow C[0, T] \). Suppose also that \( P: U \rightarrow C[0, T] \) is a continuous, stationary, causal operator such that for all \( u(t) \in U \),

\[
|F[u] - P[u]|_{t=T} < \varepsilon
\]

Then for any \( u(t) \) there is a \( t_1 \in [0, T] \) such that

\[
\max_{u \in [0, T]} |F[u] - P[u]|
\]

\[
= |F[u] - P[u]|_{t=T-t_1} = |F[u_1] - P[u_1]|_{t=T} < \varepsilon
\]

Therefore, \( F \) and \( P \) can be viewed as real-valued functions by looking at \( F[u] \) and \( P[u] \) only at \( t = T \). But the bounds to be obtained will apply for all \( t \in [0, T] \), that is, will apply for \( F[u] \) and \( P[u] \) as elements of \( C[0, T] \).

Now the last step is to choose appropriately the algebra \( \Phi \) of stationary, causal, and continuous operators from \( U \) into \( C[0, T] \). For this take the algebra generated by \( P_1[u] = 1 \), and all operators of the form

\[
P_2[u] = \int_{0}^{t} h(\sigma)u(t - \sigma) \, d\sigma
\]

via repeated addition, scalar multiplication, and multiplication. Stationarity and causality of the operators in \( \Phi \) is obvious. It is assumed that each \( h(t) \) is such that

\[
\int_{0}^{T} |h(t)|^2 \, dt < \infty
\]

for continuity of the operators. That \( \Phi \) separates points in \( U \) is a technical calculation that will be omitted. The algebra \( \Phi \) therefore consists of operators of the form
\[ y(t) = P[u(t)] = h_0 + \sum_{i=1}^{N_1} \int_{0}^{t} h_{1,i}(\sigma)u(t-\sigma) \, d\sigma \]
\[ + \sum_{i=1}^{N_2} \sum_{j=1}^{N_3} \int_{0}^{t} \int_{0}^{t} h_{2,i}(\sigma_1)h_{3,j}(\sigma_2)u(t-\sigma_1)u(t-\sigma_2) \, d\sigma_1 \, d\sigma_2 + \cdots \]

which, with the obvious kernel definitions, is the set of stationary, causal, polynomial systems.

Everything is now in a form suitable for the Stone-Weierstrass Theorem. Thus, if a system input/output behavior can be represented by a continuous, stationary, causal operator, \( F:U \to C[0,T] \), then given any \( \epsilon > 0 \) there is a continuous, stationary and causal operator \( P \) such that for all \( u(t) \in U \)

\[ |F[u] - P[u]|_{t=T} < \epsilon \]

or,

\[ \|F[u] - P[u]\| < \epsilon \]

That is, there is a polynomial system that approximates \( F \) to within \( \epsilon \). Furthermore, it is clear from the construction of \( \Phi \) that the kernels of the polynomial system will be separable.

While this is a powerful result, I should point out that the main drawback is in the restrictive input space \( U \). The compactness requirement rules out many of the more natural choices of \( U \). For example, the unit ball in \( L^2(0,T) \), the set of all \( u(t) \) such that \( \|u(t)\| \leq 1 \), is not compact. At any rate, further discussion of the mathematical aspects of the Volterra representation can be found in Appendix 1.2, and the references cited in Section 1.6.

### 1.6 Remarks and References

**Remark 1.1** The system representations discussed herein were introduced in mathematics by V. Volterra around the turn of the century in the very beginning of functional analysis. Volterra used the graphic terminology "function of lines," and the notation

\[ F \left[ [u(t)] \right] \]

(sometimes with the interval \([a,b]\) left understood) to describe what later came to be called a functional. He defined the notion of derivatives of a function of lines, and developed multiple integral representations. Then Volterra extended Taylor’s Theorem to obtain expressions of the form
the terms of which were called homogeneous of degree \( n \). An overview of this work can be found in


This is an English translation of a book first published in Spanish in 1927. More detailed accounts can be found in various volumes by Volterra, Fréchet, and others in the *Collection of Monographs on the Theory of Functions*, E. Borel editor, published by Gauthier-Villars, Paris. Volterra’s earliest discussion of these ideas apparently resides in several notes in *R. C. Accademia dei Lincei*, in 1887.

**Remark 1.2** The first use of Volterra’s representation in nonlinear system theory occurs in the work of N. Wiener in the early 1940s. This work, which deals with the response of a nonlinear system to white noise inputs, will be discussed in Chapter 5. However, the heuristic justification of the Volterra series representation given at the beginning of Section 1.5 follows Wiener’s viewpoint. Several technical reports from the Research Laboratory of Electronics (RLE) at the Massachusetts Institute of Technology (MIT) contain subsequent work on the Volterra functional representation applied to nonlinear systems. For the material introduced in this chapter, the most appropriate of these reports are the two listed below (with National Technical Information Service order numbers shown parenthetically).


Another early report of interest is from Cambridge University, and is reprinted in


Scattered through the literature in the 1960s are a number of articles that introduce the Volterra series representation for nonlinear systems. It is safe to say that many of these articles redevelop material essentially contained in the reports listed above, undoubtedly because these early reports were not published in the widely available literature. In recent
years, two books have appeared dealing with the Volterra/Wiener representation for nonlinear systems. These are


The latter book is based on the early MIT work, while the former concentrates on applications of the Wiener theory in biomedical engineering. Both books contain introductory material on the Volterra series.

**Remark 1.3** The symmetric form for kernels has been used since the beginning of work in this area. It is very natural from a mathematical point of view, and symmetric representations were used by Volterra. However, the use of triangular kernels is much more recent, beginning with the paper


These authors also have used the regular kernel (in an implicit manner) to solve the realization problem for bilinear state equations, a topic that will be discussed in Chapter 4. The first explicit discussion of the regular kernel representation appears in


While the various forms in which kernels and input/output representations can be written might seem needlessly confusing, each of them has important properties that will be encountered in due course. I feel that it is important to become familiar with these forms early in the program, for the right choice of representation can make a particular topic much easier.

**Remark 1.4** Many, if not most, of the early reports and papers on Volterra series methods discuss the interconnection of systems. See for example the reports by George and Brilliant mentioned in Remark 1.1. Discussions of operator representations, interconnection rules, and the feedback connection in particular can be found in


and in


A recent review of the difficult and subtle issues surrounding operator inverses is given in


The closely related question of inverses for polynomial or Volterra systems is discussed in


All these more complicated issues aside, a warning is appropriate for even the simple problems involving parallel and cascade connections. The experience that everybody probably has in linear block diagram manipulation tends to encourage an overexuberant approach to problems involving interconnections of nonlinear systems. This easily can lead to wrong answers that are seductive in their simplicity. Sober and serious attention to the specific commutative and distributive properties of nonlinear interconnections is the only way to avoid being caught in a compromising position.

**Remark 1.5** The Stone-Weierstrass approach to the question of approximate polynomial system representations dates back at least to the report by Brilliant mentioned in Remark 1.1. The presentation in Section 1.5 follows


A proof that the set of inputs $U$ used in that development is a compact space can be found in

A closely related line of work on Weierstrass approaches begins with the paper


and acquires the causality results so important for system theory in


A constructive approach to the Weierstrass-type system approximation theorems is developed in


The approximating systems are linear systems followed by polynomial nonlinearities, and therefore this paper can be viewed as a confirmation of the heuristic discussions in Section 1.5 and Problem 1.18. Another viewpoint toward the approximation properties of polynomial systems is developed in


Finally, references on approximation by systems describable by bilinear state equations are given in Remark 4.6 of Section 4.6.

**Remark 1.6** A somewhat different integral representation for nonlinear systems can be written in the form

$$ y(t) = \int_{-\infty}^{\infty} h(t-\sigma, u(\sigma)) \, d\sigma $$

for stationary systems. Various properties are discussed in


The basic approximation properties for such a representation and the relationship to the Volterra type representation are presented in the paper by Gallman cited in Remark 1.5. Suffice it to say here that the core of the matter is another application of the Stone-
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1.7 Problems

1.1. A system that has the property that the response to $\alpha u(t)$ is $\alpha y(t)$ is a degree-1 homogeneous system. Does it follow that the system is linear? In other words, is the response to $\alpha_1 u_1(t) + \alpha_2 u_2(t)$ given by $\alpha_1 y_1(t) + \alpha_2 y_2(t)$?

1.2. Find two degree-2, homogeneous, interconnection structured systems that have the same response to the input $u(t) = \delta_0(t)$, but different responses to the input $u(t) = \delta_{-1}(t)$.

1.3. Find a kernel for the system shown below.

1.4. Symmetrize the kernel

$$h(t_1, t_2, t_3) = h_1(t_1 + t_2 + t_3)h_2(t_1 + t_2)h_3(t_1)$$

1.5. Write the kernels derived in Examples 1.1 and 1.3 in symmetric form.

1.6. Compute an overall kernel for the cascade connection shown below, and compare your result with Example 1.11.

1.7. Show that the symmetric kernel for the interconnection structured system shown below is

With symmetric kernel followed by a linear system is "automatically" symmetric.

1.9. Show that the symmetric form of a kernel is separable if and only if the triangular form is separable (neglecting the unit step functions, of course).
1.10. List the possible "direct transmission" terms for the degree-3 case. Then show how these can be represented by introducing impulses into the kernel.

1.11. Compute kernels for the two systems shown below.

1.12. Find kernels for the polynomial system representation of the interconnection shown below.

1.13. Suppose that in Example 1.3 each $h_i(t)$ can be written as

$$h_i(t) = \sum_{j=1}^{n} \sum_{k=1}^{\sigma_i} a_{j,k} t^{k-1} e^{\lambda_i t}, \quad t \geq 0$$

Show that the overall system kernel is separable.

1.14. Consider a Volterra system of the form

$$y(t) = \sum_{n=1}^{\infty} \int h_n(t-t_1, \ldots, t-t_n)u(t_1) \cdots u(t_n) d\sigma_n \cdots d\sigma_1$$

where $h_1(t) = \delta_{-1}(t)$, and for $n > 1$,

$$h_n(t_1, \ldots, t_n) = a_n \delta_0(t_1-t_2) \delta_0(t_2-t_3) \cdots \delta_0(t_{n-1}-t_n)$$

Give conditions under which this series converges. Can you devise a simple interconnection diagram for this system?

1.15. Given the symmetric kernel $h_{sym}(t_1, \ldots, t_n)$, show that the regular kernel on the first orthant is given by

$$h_{reg}(t_1, \ldots, t_n) = n! h_{sym}(t_1 + \cdots + t_n, t_2 + \cdots + t_n, \ldots, t_n)$$

1.16. Show that
\[ G_2^* (H_1 + H_2) - G_2^* H_1 - G_2^* H_2 \]

gives a degree-3 homogeneous system.

1.17. Analyze the feedback system diagramed below, and show that awful things happen for a unit step input.

1.18. Use the heuristic justification of the Volterra series representation given in Section 1.5 to substantiate the following claim. Any (suitably smooth) nonlinear system can be approximated by a linear system followed by a polynomial nonlinearity.

1.19. Define a \( p^{th} \)-degree preinverse for a nonlinear system and calculate the homogeneous terms through degree 3. Show that this system also acts as a 3\( ^{rd} \)-degree postinverse. Are the degree-3 pre and post inverses identical?

**APPENDIX 1.1 Convergence Conditions for Interconnections of Volterra Systems**

When Volterra systems are interconnected in the manners discussed in Section 1.4, some care should be exercised with regard to convergence issues. An analysis of the situation is most conveniently performed in terms of the convergence argument in Example 1.9. Although the various bounds that are obtained are very conservative, the bounds are less important than the fact of convergence.

Suppose \( y = G[u] \) and \( y = H[u] \) are two stationary Volterra systems, where the respective kernels are bounded according to

\[
\int_{-\infty}^{\infty} |g_n(t_1, \ldots, t_n)| \ dt_1 \cdots dt_n = g_n
\]

\[
\int_{-\infty}^{\infty} |h_n(t_1, \ldots, t_n)| \ dt_1 \cdots dt_n = h_n
\]

where \( g_n \) and \( h_n \) are finite nonnegative numbers, and \( n = 1, 2, \ldots \) (I might as well be conservative in the matter of technicalities, and assume that the kernels are continuous for nonnegative arguments, and that the input and output signals are continuous.) Permitting degree-0 terms with absolute values \( g_0 \) and \( h_0 \) to be included in the Volterra systems, suppose that the power series

\[
b_G(x) = \sum_{n=0}^{\infty} g_n x^n, \quad b_H(x) = \sum_{n=0}^{\infty} h_n x^n
\]

have positive radii of convergence \( r_G \) and \( r_H \), respectively. Then the Volterra system
representation for $y = G[u]$ converges if the input satisfies $|u(t)| < r_G$ for all $t$. Furthermore, if $|u(t)| \leq r < r_G$ for all $t$, then as discussed in Example 1.9, $|y(t)| \leq b_G(r)$ for all $t$. For this reason $b_G(x)$ is called the bound function for the system, and the values of $b_G(x)$ for $x \geq 0$ are of interest.

From this formulation a number of conclusions about convergence of interconnections of Volterra systems and bounds on responses follow from elementary facts about power series. For the Volterra system representation for $F = H + G$ in (55), the kernels satisfy

$$\int_0^\infty |f_n(t_1, \ldots, t_n)| \, dt_1 \cdots dt_n = \int_0^\infty |h_n(t_1, \ldots, t_n) + g_n(t_1, \ldots, t_n)| \, dt_1 \cdots dt_n \leq h_n + g_n$$

so that the bound function for $H + G$ satisfies

$$b_{H+G}(x) \leq b_H(x) + b_G(x), \quad x \geq 0$$

and the radius of convergence satisfies $r_{H+G} \geq \min \{r_H, r_G\}$. Also, the kernels for the Volterra system representation for $F = HG$ in (56) satisfy

$$\int_0^\infty |f_n(t_1, \ldots, t_n)| \, dt_1 \cdots dt_n = \int_0^\infty \left| \sum_{j=0}^n h_j(t_1, \ldots, t_j)g_{n-j}(t_{j+1}, \ldots, t_n) \right| \, dt_1 \cdots dt_n \leq \sum_{j=0}^n h_j g_{n-j}$$

Thus,

$$b_{HG}(x) \leq b_H(x)b_G(x), \quad x \geq 0$$

and $r_{HG} \geq \min \{r_H, r_G\}$. Stating these results informally: if $H$ and $G$ are Volterra systems that converge for sufficiently small inputs, then $H + G$ and $HG$ are Volterra systems that converge for sufficiently small inputs.

The cascade connection $F = G^*H$ is less easy to handle in an explicit manner because the formula for the kernels of $G^*H$ in terms of the kernels for $G$ and $H$ is quite messy. However, an indirect approach can be used to conclude convergence. Suppose $|u(t)| \leq r < r_H$, and $r > 0$ is such that

$$\sum_{n=0}^\infty h_n r^n < r_G$$

Then the Volterra system representation for $H$ converges, and the output signal from $H$ has a bound that is within the radius of convergence of the system $G$. Thus the Volterra system representation for $G^*H$ will have a positive radius of convergence, specifically,
Notice that if the degree-0 term $h_0$ is too large, it can be impossible to conclude convergence of the Volterra system representation for $G*H$ from this argument. On the other hand, if $h_0 = 0$, then the argument insures that the Volterra system representation of the cascade connection $G*H$ will converge for sufficiently small inputs.

For use in the sequel, it is important to consider the bound function for the cascade system. Assuming that no degree-0 terms are present for simplicity, the development that leads to (70) in Section 1.4 shows that the degree-$k$ term in the cascade representation is given by

$$
\sum_{m=1}^{\infty} \sum_{n_1=1}^{\infty} \cdots \sum_{n_m=1}^{\infty} \int g_{sym}(\sigma_1, \ldots, \sigma_m) w_{n_1}(t-\sigma_1) \cdots w_{n_m}(t-\sigma_m) \, d\sigma_1 \cdots d\sigma_m
$$

where

$$w_n(t) = \int h_{sym}(\tau_1, \ldots, \tau_n) u(t-\tau_1) \cdots u(t-\tau_n) \, d\tau_1 \cdots d\tau_n$$

From this expression the kernel of the degree-$k$ term in the cascade connection satisfies

$$\int_{-\infty}^{\infty} |f_k(t_1, \ldots, t_k)| \, dt_1 \cdots dt_k \leq \sum_{m=1}^{\infty} \sum_{n_1=1}^{\infty} \cdots \sum_{n_m=1}^{\infty} g_m h_{n_1} \cdots h_{n_m}$$

and thus the bound function for the cascade satisfies

$$\sum_{k=1}^{\infty} f_k x^k \leq \sum_{m=1}^{\infty} \sum_{n_1=1}^{\infty} \cdots \sum_{n_m=1}^{\infty} g_m h_{n_1} \cdots h_{n_m} x^{n_1 + \cdots + n_m}$$

$$\leq \sum_{m=1}^{\infty} g_m (\sum_{n=1}^{\infty} h_n x^n), \ x \geq 0$$

That is,

$$b_{G*H}(x) \leq b_G(b_H(x)), \ x \geq 0$$

When the feedback connection is considered, issues of well-posedness, convergence, and stability intertwine in a nasty way. The following discussion of convergence for feedback Volterra systems will illustrate the situation, and at least partially unravel it.

The basic feedback connection is shown in Figure A1.1.
If the Volterra system $K$ is the cascade connection $K = H*G$, and if this feedback system is followed in cascade by $G$, then the general feedback system shown in Figure 1.12 is obtained. Since cascade systems have been considered already, I will concentrate on the basic feedback system alone. From another point of view, the basic feedback system is much like the "error system" described by (81) with $K = H*G$.

The first assumption to be made is that $K$ represents a Volterra system with no degree-0 term, and with radius of convergence $r_K > 0$. Writing $K = K_1 + (K - K_1)$ to exhibit the degree-1 term, the basic feedback system can be redrawn as shown in Figure A1.2.

Here the degree-1 term of the closed-loop representation $y = F[u]$ is given by $F_1 = (I + K_1)^{-1}$, and it is assumed that this is a well defined, causal system so that the procedure discussed in Section 1.4 can be used to compute the higher-degree terms in $F$. (Thus, the kinds of problems indicated in Problem 1.17 are avoided.) Furthermore, it is assumed that the kernel for $F_1$ satisfies

$$\int_{-\infty}^{\infty} |f_1(t)| \ dt = f_1 < \infty$$

where $f_1 > 0$ is assumed (without loss of generality) to avoid trivialities in the sequel. Notice that since $f_1(t)$ is the kernel for a linear feedback system, this boundedness assumption involves the stability properties of linear feedback systems in an essential way.

The remainder of the discussion is devoted to computing bounds on the higher-degree kernels and establishing convergence of the feedback system under the foregoing assumptions. Using (82) the feedback system in Figure A1.2 is described by the operator equation

$$F = F_1 *[I - (K - K_1)*F], \ F_1 = (I + K_1)^{-1}$$
Writing out the homogeneous terms for \( F \) and \((K - K_1)\) gives

\[
F_1 + F_2 + F_3 + \cdots = F_1 - F_1^*(K_2 + K_3 + \cdots)^*(F_1 + F_2 + F_3 + \cdots) = F_1 + Q^*(F_1 + F_2 + F_3 + \cdots)
\]

where \( Q = -F_1^*(K_2 + K_3 + \cdots) \) is a cascade Volterra system that contains no degree-0 or degree-1 terms, and that by previous results has a bound function

\[
b_Q(x) = \sum_{n=2}^{\infty} q_n x^n
\]

with positive radius of convergence. Now suppose there is a bound function for the feedback system,

\[
b_F(x) = \sum_{n=1}^{\infty} f_n x^n
\]

where \( f_1 \) is known and \( f_n \geq 0, \ n \geq 2 \). Then, using the argument in the cascade case, \( b_F(x) \) satisfies

\[
b_F(x) \leq f_1 x + b_Q(b_F(x))
\]

Writing this equation in power-series form gives

\[
\sum_{n=1}^{\infty} f_n x^n \leq f_1 x + \sum_{n=2}^{\infty} q_n \left( \sum_{m=1}^{\infty} f_m x^m \right)^n, \ x \geq 0
\]

Thus

\[
\sum_{n=2}^{\infty} f_n x^n \leq \sum_{n=2}^{\infty} q_n \left( \sum_{m=1}^{\infty} f_m x^m \right)^n
\]

\[
= q_2 (f_1^2 x^2 + 2f_1 f_2 x^3 + \cdots) + q_3 (f_1^3 x^3 + \cdots) + \cdots, \ x \geq 0
\]

and it is clear from this expression that bounds on the individual coefficients in \( b_F(x) \) can be determined sequentially:

\[
f_2 \leq q_2 f_1^2, \ f_3 \leq 2q_2 f_1 f_2 + q_3 f_1^3, \ \cdots
\]

To ascertain the convergence properties of a power series that satisfies the coefficient bounds recursively constructed above, an indirect approach is needed. Suppose \( y(x) \) is a solution of

\[
y = f_1 x + b_Q(y)
\]

Rearranging the equation, and substituting the power series representation for \( b_Q \) gives the convergent power series expression
\[ x = \frac{1}{f_1} y - \frac{1}{f_1} \sum_{n=2}^{\infty} q_n y^n, \quad |y| < r_Q \]

Now the theory of inversion of power series can be applied since the linear term on the right side has nonzero coefficient. This gives \( y(x) \) as a power series in \( x \) that has a positive radius of convergence. Furthermore, a recursive computation similar to that above shows that the coefficients in the power series for \( y(x) \) are given by

\[ y(x) = f_1 x + (q_2 f_1^2) x^2 + (2q_2 f_1 f_2 + q_3 f_1^3) x^3 + \cdots \]

Therefore \( b_F(x) \leq y(x) \) for \( x \geq 0 \), and it follows that \( b_F(x) \) has a positive radius of convergence.

To summarize informally, the Volterra system representation for the feedback system in Figure A1.1 converges for inputs that are sufficiently small if the Volterra system representation for \( K \) converges for sufficiently small inputs. It should be emphasized again that this result depends crucially on the existence and boundedness assumptions on the degree-1 term in the closed-loop system.

**APPENDIX 1.2 The Volterra Representation for Functionals**

The Volterra series representation originated in the mathematics of functional analysis. A review of the mathematics therefore is appropriate, and moreover will indicate the rigorous approach that lies behind the purely symbolic treatment of generalized functions as impulse functions in the main text. A complete and self-contained exposition is beyond the scope of an appendix, so I will be more detailed than usual in citing reference material.

Recalling that a (real) functional is a real-valued function defined on a linear space, it will be helpful to show first how the representation of functionals is connected to the representation of systems. Of course, in this case the linear space is assumed to be a linear space of functions, namely, the input signals. At a particular time \( t \), the output value \( y(t) \) of a system can be viewed as depending on the past history of the input signal, \( u(t-\sigma), \sigma \geq 0 \). In other words, the output at a particular time is a real functional of the input signal. If the system is stationary, then this functional will be the same regardless of the particular choice of \( t \), and so the system is completely characterized. If the system is nonstationary, more care is required in the interpretation of the functional representation, and so that case will be ignored for simplicity.

It is natural to consider real functionals on the space \( L_2(0,\infty) \) of real functions defined for \( 0 \leq t < \infty \) that satisfy

\[ \|f\|^2 = \int_0^{\infty} f^2(\sigma) d\sigma < \infty \]

A functional will be denoted by \( F:L_2(0,\infty) \rightarrow R \), and it will be assumed that \( F \) is \( n+1 \) times Frechet differentiable at the point of interest in \( L_2(0,\infty) \), here taken to be zero for convenience. Let \( F^{(k)}[w_1, \ldots, w_k] \) denote the \( k^{th} \) Frechet differential of \( F \) at 0 with
increments \( w_1, \ldots, w_k \), and recall that \( F^{(k)}[w_1, \ldots, w_k] \) is a symmetric, multilinear (\( k \)-linear), continuous mapping from \( L_2(0, \infty) \times \cdots \times L_2(0, \infty) \) (\( k \)-tuples of functions) into \( R \). Then Taylor’s formula can be applied to yield the following result. For all \( \phi \in L_2(0, \infty) \) in some neighborhood of 0, \(^1\)

\[
F[\phi] = \sum_{k=1}^{n} \frac{1}{k!} F^{(k)}[\phi, \ldots, \phi] + R_n[\phi]
\]

where \(| | R_n[\phi] || < M || \phi ||^{n+1} \), and \( F[0] = 0 \) is assumed for simplicity. (Alternatively, stronger hypotheses give the existence of an infinite series that converges in some neighborhood of 0.)

Since the \( k^{th} \) term in this representation is determined by a \( k \)-linear functional, the Volterra representation involves the integral representation of such functionals. I will concentrate on the first two terms in the representation, namely, the integral representation of linear and bilinear functionals. The remaining terms are handled in a manner similar to the bilinear case. And before proceeding further, it is worthwhile to point out that some casually apparent approaches are not sufficiently general, or appropriate, for the class of functionals (systems) of interest.

Beginning with the first term in the Taylor expansion, it is tempting to apply the Riesz Theorem for linear functionals on \( L_2(0, \infty) \) and write

\[
F^{(1)}[\phi] = \int_0^\infty \psi(\sigma)\phi(\sigma) \, d\sigma
\]

where \( \psi \in L_2(0, \infty) \) is fixed. Unfortunately, this approach to obtaining an integral representation excludes certain linear functionals that correspond to systems of interest. As an example, consider the linear functional

\[
F^{(1)}[\phi] = \phi(0)
\]

which corresponds to the identity system when \( \phi(\sigma) \) is identified with \( u(t-\sigma) \). In this case the Riesz Theorem cannot be applied, and moreover in the space \( L_2(0, \infty) \) the value of a function at a point cannot be discussed.

Another example of an approach that fails to be sufficiently general can be constructed by using a slightly different setting. Let \( L_2(0,T) \) denote the Hilbert space of square-integrable functions defined for \( 0 \leq t \leq T \). Consider a symmetric bilinear functional \( F^{(2)}[\phi, \psi]:L_2(0,T) \to R \) such as the second term in the Taylor expansion given earlier. Suppose that for all \( \phi, \psi \in L_2(0,T) \) for which the derivatives \( \phi \) and \( \psi \) are also elements of \( L_2(0,T) \) the bilinear functional satisfies

---

\[ |F^{(2)}[\phi, \psi]| \leq M \left\| \phi \right\| \left\| \psi \right\| \]

Then there exists \( k(t_1, t_2) \in L_2((0,T) \times (0,T)) \) such that

\[
F^{(2)}[\phi, \psi] = \int_0^T \int_0^T k(\sigma_1, \sigma_2) \phi(\sigma_1) \psi(\sigma_2) \, d\sigma_1 \, d\sigma_2
\]

Unfortunately, the hypotheses here are too restrictive to allow consideration of a bilinear functional of the form

\[
F^{(2)}[\phi, \psi] = \int_0^T \phi(\sigma) \psi(\sigma) \, d\sigma
\]

which, upon taking \( \phi(t) = \psi(t) \), corresponds to a system composed of a squarer followed by an integrator:

\[
F^{(2)}[\phi, \phi] = \int_0^T \phi^2(\sigma) \, d\sigma
\]

Here \( u(t - \sigma) \) is identified with \( \phi(\sigma) \), and only finite-length input signals are considered. Of course, in the main text an integral representation for this kind of system involves an impulse in the kernel,

\[
F^{(2)}[\phi, \phi] = \int_0^T \int_0^T \delta(\sigma_1 - \sigma_2) \phi(\sigma_1) \phi(\sigma_2) \, d\sigma_1 \, d\sigma_2
\]

and a few simple rules are used to manipulate impulses.

From these considerations it is clear that some of the more readily available integral representation theorems are not appropriate tools for investigating the Volterra series representation for nonlinear systems, and that the issue of impulses arises in a basic way. To consider the matter further involves using a more restricted input space than \( L_2 \). Let \( K \) be the set of all real functions that are infinitely differentiable and that vanish outside some finite interval in \([0, \infty)\). Then \( K \) is a linear space, \( K \subset L_2(0, \infty) \), and it can be shown that \( K \) is dense in \( L_2(0, \infty) \). A sequence of functions in \( K \), say \( \phi_1(t), \phi_2(t), \cdots \) is said to converge to zero in \( K \) if (a) there is some finite interval such that all of the functions vanish outside the interval, and (b) the sequence converges uniformly to zero on the interval, and for any positive integer \( j \) the sequence of derivatives \( \phi_1^{(j)}(t), \phi_2^{(j)}(t), \cdots \) converges uniformly to zero on the interval. A functional \( F: K \to R \) is called a continuous linear functional on \( K \) if \( F[\cdot] \) is linear and if for every \( \phi_1(t), \phi_2(t), \cdots \) converging to zero on \( K \), the sequence
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$F[\phi_1], F[\phi_2], \cdots$ converges to zero in $R$. It should be noted that it is a purely technical exercise to show that a continuous linear functional on $L_2(0, \infty)$ also is a continuous linear functional on $K$. Thus a functional of the form

$$F[\phi] = \int_0^\infty f(\sigma)\phi(\sigma) \, d\sigma$$

where $f \in L_2(0, \infty)$, is a continuous linear functional on $K$. But

$$F[\phi] = \phi(0)$$

also is a continuous linear functional on $K$, although there is no corresponding way to write an integral representation.

The established, though very confusing, terminology is to call any continuous linear functional on $K$ a *generalized function* or *distribution*. It is standard practice, however, to write generalized functions in integral form. Accordingly, the functional $F[\phi] = \phi(0)$ is written in the integral form

$$F[\phi] = \int_0^\infty \delta(\sigma)\phi(\sigma) \, d\sigma = \phi(0)$$

where $\delta(t)$ is the *impulse function*, though of course such a "function" doesn't exist, and the notation is purely symbolic. The fact remains that as long as a simple set of rules is followed, such a symbolic integral representation is quite convenient. The cited references show in detail the correspondence between the special rules for manipulating impulses, and the corresponding rigorous interpretation in terms of generalized functions (continuous linear functionals on $K$).

Now consider bilinear functionals on the space $K \times K$ of pairs of infinitely differentiable functions, each of which vanishes outside some finite interval. Such a functional $F^{(2)}[\phi, \psi]$ is called *continuous in each argument* if whenever either $\phi \in K$ or $\psi \in K$ is fixed, $F^{(2)}[\phi, \psi]$ is a continuous linear functional on $K$. It is also necessary to consider the linear space $K_2$ of infinitely differentiable functions of two variables, $\phi(t_1, t_2)$ that vanish outside of a finite region in $R \times R$. The notions of convergence to zero in $K_2$ and of continuity of a linear functional $F^{(1)}: K_2 \to R$ are the obvious extensions of the corresponding notions in $K$. And just as for generalized functions on $K$, an integral representation of the form

$$F^{(1)}[\phi(t_1, t_2)] = \int_0^\infty \int_0^\infty k(\sigma_1, \sigma_2)\phi(\sigma_1, \sigma_2) \, d\sigma_1 d\sigma_2$$

is used for generalized functions on $K_2$, although $k(t_1, t_2)$ is often of a purely symbolic nature. A celebrated result in the theory of generalized functions now can be stated.  

**The Kernel Theorem** Suppose $F^{(2)} : K \times K \rightarrow \mathbb{R}$ is a bilinear functional that is continuous in each of its arguments. Then there exists a generalized function $F^{(1)} : K_2 \rightarrow \mathbb{R}$ such that

$$F^{(2)}[\phi, \psi] = F^{(1)}[\phi(t_1) \psi(t_2)]$$

Of course, this result immediately provides a symbolic integral representation for bilinear functionals that are continuous in each argument. For $\psi(t) = \phi(t)$, the integral representation becomes

$$F^{(2)}[\phi, \phi] = \int_{0}^{\infty} \int_{0}^{\infty} k(\sigma_1, \sigma_2) \phi(\sigma_1) \phi(\sigma_2) \, d\sigma_1 \, d\sigma_2$$

and for $\phi(\sigma) = u(t - \sigma)$ this takes the form of the degree-2 homogeneous system representation used in the main text.

The symbolic integral representation for higher-degree homogeneous systems follows in a similar way using a more general version of the kernel theorem. Finally, it is a technical matter to extend the symbolic representation to $L_2(0, \infty)$ using the fact that $K$ is dense in $L_2(0, \infty)$, and the fact that the notions of continuity used in the development are quite strong. Again, it should be emphasized that these symbolic representations are convenient because they permit writing a large class of homogeneous systems in a standard integral form.

---

5 Ibid., p. 20.
The generalization of the Laplace transform to functions of several variables yields a tool of considerable importance in stationary nonlinear system theory. Just as for linear systems, the Laplace transform of a multivariable kernel is called a transfer function. This representation is useful both for characterizing system properties, and for describing system input/output behavior. Furthermore, many of the rules for describing interconnections of systems can be expressed most neatly in terms of transfer functions. A basic reason for all these features is that certain multivariable convolutions can be represented in terms of products of Laplace transforms, much as in the single-variable case.

Corresponding to each of the special forms for the kernel of a homogeneous system, there is a special form of the transfer function. Polynomial and Volterra systems can be described by the collection of transfer functions corresponding to the homogeneous subsystems. All of these representations will be used extensively in the sequel.

2.1 The Laplace Transform

I begin by reviewing for a moment the definition of the Laplace transform of a one-sided, real-valued function \( f(t) \):

\[
F(s) = L[f(t)] = \int_0^\infty f(t)e^{-st} \, dt
\]  

(1)

Of course, a comment should be included about the region of convergence of \( F(s) \), that is, the range of values of the complex variable \( s \) for which the integral converges. However, the reader is probably accustomed to treating convergence considerations for the Laplace transform in an off-handed manner. The reason is that for the typical functions arising in linear system theory convergence regions always exist.
Usually, the functions encountered are exponential forms, in other words, finite linear combinations of terms of the form \( t^m e^{\lambda t} \). (Of course \( \lambda \) may be complex, but the terms appear in conjugate pairs so the function is real.) It is easily verified that for functions of this type the integral in (1) converges for all \( s \) in some half-plane of the complex plane, and the resulting transform is a real-coefficient rational function of \( s \) that is strictly proper (numerator-polynomial degree less than denominator-polynomial degree). Also, the typical operations on these functions of time (addition, integration, convolution) yield functions of the same type. One result of these observations is that a strictly algebraic viewpoint is valid for the Laplace transform in the setting of the limited class of functions described above. But, for the purposes here, a more relaxed, informal treatment based on the integral definition will do. (What is called informal here, a mathematician would call formal!)

For the inverse Laplace transform, the computation of \( f(t) \) from \( F(s) \), the familiar line integration formula is

\[
 f(t) = L^{-1}[F(s)] = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} F(s) e^{st} \, ds
\]

where \( \sigma \) is chosen within the convergence region of \( F(s) \). For rational Laplace transforms, of course, the partial fraction expansion method is used, and the calculations are worry-free as far as convergence issues are concerned.

Given a function of \( n \) variables \( f(t_1, \ldots, t_n) \) that is one-sided in each variable, the Laplace transform is defined in a fashion analogous to (1):

\[
 F(s_1, \ldots, s_n) = L[f(t_1, \ldots, t_n)] = \int_0^\infty f(t_1, \ldots, t_n) e^{-s_1 t_1} \cdots e^{-s_n t_n} \, dt_1 \cdots dt_n
\]

Of course, this definition also is subject to convergence considerations. However, for reasons similar to those given above, I will proceed in an informal way.

The (perhaps justifiably) nervous reader should investigate the situation further. In particular, it is easy to show that if \( f(t_1, \ldots, t_n) \) is a linear combination of terms of the form

\[
t_1^{m_1} e^{\lambda_1 t_1} t_2^{m_2} e^{\lambda_2 t_2} \cdots t_n^{m_n} e^{\lambda_n t_n}, \quad t_1, \ldots, t_n \geq 0
\]

that is, an exponential form on the first orthant, then the integral in (2) can be written as a sum of products of integrals of the form in (1). This indicates that convergence regions always exist. Carrying out the integrations shows that Laplace transforms are obtained that are rational functions in more than one variable (ratios of multivariable polynomials). Similar investigations for exponential forms on a triangular domain, or for symmetric exponential forms, lead to similar conclusions, though the convergence regions have more complicated geometry in general. (See Problem 2.3.)
Example 2.1  To compute the Laplace transform of
\[ f(t_1,t_2) = t_1 - t_1 e^{-t_2}, \quad t_1, t_2 \geq 0 \]
the definition in (3) gives
\[
F(s_1,s_2) = \int_0^\infty \int_0^\infty (t_1 - t_1 e^{-t_2}) e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2
\]
\[
= \int_0^\infty t_1 e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2 - \int_0^\infty t_1 e^{-t_2} e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2
\]
\[
= \frac{1}{s_1^2} \int_0^\infty e^{-s_2 t_2} \, dt_2 - \frac{1}{s_1} \int_0^\infty e^{-t_2} e^{-s_2 t_2} \, dt_2
\]
\[
= \frac{1}{s_1^2 s_2 (s_2 + 1)}
\]

The properties of the multivariable Laplace transform that will be used in the sequel are rather simple to state, and straightforward to prove. In fact, the proofs of the properties are left to the reader with the hint that they are quite similar to the corresponding proofs in the single-variable case. This is not meant to imply that the calculations involved in using the multivariable transform are as simple as in the single-variable transform. To the contrary, it is easy to think of examples where the frequency-domain convolution in Theorem 2.6 is at best exhausting to carry out, and at worst frightening even to contemplate.

In the following list of theorems, and throughout the sequel, one-sidedness is assumed, and the capital letter notation is used for transforms.

Theorem 2.1  The Laplace transform operation is linear:
\[
L[f(t_1,\ldots,t_n) + g(t_1,\ldots,t_n)] = F(s_1,\ldots,s_n) + G(s_1,\ldots,s_n)
\]
\[
L[\alpha f(t_1,\ldots,t_n)] = \alpha F(s_1,\ldots,s_n), \quad \text{for scalar } \alpha \quad (4)
\]

Theorem 2.2  If \( f(t_1,\ldots,t_n) \) can be written as a product of two factors,
\[
f(t_1,\ldots,t_n) = h(t_1,\ldots,t_k)g(t_{k+1},\ldots,t_n) \quad (5)
\]
then
\[
F(s_1,\ldots,s_n) = H(s_1,\ldots,s_k)G(s_{k+1},\ldots,s_n) \quad (6)
\]

Theorem 2.3  If \( f(t_1,\ldots,t_n) \) can be written as a convolution of the form
\[
f(t_1,\ldots,t_n) = \int_0^\infty h(\sigma)g(t_1-\sigma,\ldots,t_n-\sigma) \, d\sigma \quad (7)
\]
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then
\[ F(s_1, \ldots, s_n) = H(s_1 + \cdots + s_n)G(s_1, \ldots, s_n) \]  
(8)

**Theorem 2.4** If \( f(t_1, \ldots, t_n) \) can be written as an n-fold convolution of the form
\[
f(t_1, \ldots, t_n) = \int_0^\infty h(t_1-\sigma_1, \ldots, t_n-\sigma_n)g(\sigma_1, \ldots, \sigma_n) \, d\sigma_1 \cdots d\sigma_n
\]
(9)
then
\[ F(s_1, \ldots, s_n) = H(s_1, \ldots, s_n)G(s_1, \ldots, s_n) \]  
(10)

**Theorem 2.5** If \( T_1, \ldots, T_n \) are nonnegative constants, then
\[
L[f(t_1-T_1, \ldots, t_n-T_n)] = F(s_1, \ldots, s_n)e^{-s_1T_1-\cdots-s_nT_n}
\]
(11)

**Theorem 2.6** If \( f(t_1, \ldots, t_n) \) is given by the product
\[
f(t_1, \ldots, t_n) = h(t_1, \ldots, t_n)g(t_1, \ldots, t_n)
\]
(12)
then
\[
F(s_1, \ldots, s_n) = \frac{1}{(2\pi i)^n} \int_{\sigma-\infty}^{\sigma+i\infty} H(s_1-w_1, \ldots, s_n-w_n)G(w_1, \ldots, w_n) \, dw_1 \cdots dw_n
\]
(13)

**Example 2.2** For the function
\[
f(t_1, t_2) = e^{-t_1-2t_2} - e^{-t_1-3t_2}, \quad t_1, t_2 \geq 0
\]
the definition of the Laplace transform in (3) can be applied, or I can write
\[
f(t_1, t_2) = e^{-t_1}(e^{-2t_2} - e^{-3t_2})
\]
and apply Theorem 2.2. Choosing the latter approach, results from the single-variable case imply that
\[
F(s_1, s_2) = \frac{1}{s_1 + 1} \left[ \frac{1}{s_2 + 2} - \frac{1}{s_2 + 3} \right] = \frac{1}{s_1 s_2^2 + s_2^3 + 5s_1 s_2 + 6s_1 + 5s_2 + 6}
\]
It is natural to call a rational, multivariable Laplace transform *strictly proper* if the degree of the numerator polynomial in \( s_j \) is less than the denominator-polynomial degree in \( s_j \) for each \( j \). The discussion so far might give the impression that in the multivariable case Laplace transforms that are strictly proper rational functions correspond to exponential forms. Unfortunately, such a degree of similarity to the single-variable case is too much for which to hope. I will give two examples to show this. The first involves the unit step function, and the second involves the unit impulse function. Note that the second
Example 2.3 Consider the function

\[ f(t_1, t_2) = \delta(t_2 - 2t_1), \quad t_1, t_2 \geq 0 \]

which clearly is discontinuous along \(2t_1 = t_2\). The corresponding Laplace transform is

\[
F(s_1, s_2) = \int_0^\infty \int_0^{t_2/2} \delta(t_2 - 2t_1) e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2
\]

\[
= \int_0^\infty \int_0^{t_2/2} e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2
\]

\[
= \frac{1}{s_1} \int_0^\infty e^{-s_2 t_2} \, dt_2 - \frac{1}{s_1} \int_0^\infty e^{-[(1/2)s_1 + s_2] t_2} \, dt_2
\]

\[
= \frac{1}{s_2(s_1 + 2s_2)}
\]

Example 2.4 For the impulse function

\[ f(t_1, t_2) = \delta_0(t_1 - t_2) \]

the Laplace transform can be computed directly from the definition.

\[
F(s_1, s_2) = \int_0^\infty \int_0^\infty \delta_0(t_1 - t_2) e^{-s_1 t_1} e^{-s_2 t_2} \, dt_1 \, dt_2
\]

\[
= \int_0^\infty \left( \int_0^\infty \delta_0(t_1 - t_2) e^{-s_1 t_1} dt_1 \right) e^{-s_2 t_2} \, dt_2
\]

\[
= \int_0^\infty e^{-s_1 t_1} e^{-s_2 t_2} \, dt_2
\]

\[
= \frac{1}{s_1 + s_2}
\]

The basic relationship used to determine the one-sided function \(f(t_1, \ldots, t_n)\) corresponding to a given \(F(s_1, \ldots, s_n)\) is a multiple line integration of the form

\[
f(t_1, \ldots, t_n) = L^{-1} [F(s_1, \ldots, s_n)]
\]

\[
= \frac{1}{(2\pi i)^n} \int_{\sigma-i\infty}^{\sigma+i\infty} F(s_1, \ldots, s_n) e^{s_1 t_1} \cdots e^{s_n t_n} \, ds_1 \cdots ds_n \quad (14)
\]

The value of \(\sigma\) is different for each integral, in general, and must be suitably chosen to
avoid convergence difficulties. Under appropriate technical hypotheses, the line integrals can be replaced by Bromwich contour integrals, and the calculus of residues applied. Often this will be done, but without explicit mention of the technicalities.

Again, for \( n = 1 \) this is precisely the inverse-transform formula mentioned just before the method of partial fraction expansion is discussed in detail. That is to say, for rational, single-variable Laplace transforms, the line integration need never be performed. Unfortunately, such a nice alternative inversion procedure for multivariable Laplace transforms is not available. Naive generalization of partial fraction expansion is doomed since a multivariable polynomial in general cannot be written as a product of simple factors, each in a single variable. Thus, except for certain special cases to be discussed later, the line integrals indicated in (14) must be evaluated. In effect, the inverse transform must be found one variable at a time. But even a simple example should indicate why (14) can be a lot more fun to talk about than to use.

**Example 2.5** To compute the inverse Laplace transform of

\[
F(s_1, s_2) = \frac{1}{s_1 s_2 (s_1 + s_2)}
\]

write

\[
f(t_1, t_2) = \frac{1}{(2\pi i)^2} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{s_1 s_2 (s_1 + s_2)} e^{s_1 t_1} e^{s_2 t_2} ds_1 ds_2
\]

\[
= \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{s_2} e^{s_2 t_2} \left[ \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{s_1 (s_1 + s_2)} e^{s_1 t_1} ds_1 \right] ds_2
\]

The term in brackets can be regarded as a single-variable inverse Laplace transform in \( s_1 \) with \( s_2 \) a constant. This gives

\[
f(t_1, t_2) = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{s_2} e^{s_2 t_2} \left( \frac{1}{s_2} \delta(t_1) - \frac{1}{s_2} e^{-s_2 t_1} \delta(t_1) \right) ds_2
\]

\[
= \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{s_2^2} e^{s_2 t_2} ds_2 \delta(t_1) - \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{s_2^2} e^{-s_2 t_1} e^{s_2 t_2} ds_2 \delta(t_1)
\]

The first term is the single-variable inverse Laplace transform of \( 1/(s_2^2) \), namely, \( t_2 \), while the second term is similar with a time delay of \( t_1 \) units indicated. Thus, inserting step functions to make the one-sided nature of the function explicit,

\[
f(t_1, t_2) = t_2 \delta(t_1) \delta(t_2) - (t_2 - t_1) \delta(t_2-t_1) \delta(t_1)
\]

or, being a bit more clever,

\[
f(t_1, t_2) = \min\{t_1, t_2\}, \quad t_1, t_2 \geq 0
\]

In fact I could have been clever at the beginning of this example by noting that Theorem
2.3 can be applied. Taking

\[ H(s_1+s_2) = \frac{1}{s_1+s_2} \]
\[ G(s_1,s_2) = \frac{1}{s_1s_2} \]

corresponding to

\[ h(t) = \delta_{-1}(t) \]
\[ g(t_1,t_2) = \delta_{-1}(t_1)\delta_{-1}(t_2) \]

gives

\[ f(t_1,t_2) = \int_{0}^{\infty} h(\sigma)g(t_1-\sigma,t_2-\sigma) \, d\sigma \]
\[ = \int_{0}^{\infty} \delta_{-1}(\sigma)\delta_{-1}(t_1-\sigma)\delta_{-1}(t_2-\sigma) \, d\sigma \]
\[ = \int_{0}^{\min[t_1,t_2]} \delta_{-1}(t_1-\sigma)\delta_{-1}(t_2-\sigma) \, d\sigma = \int_{0}^{\min[t_1,t_2]} \, d\sigma \]
\[ = \min[t_1,t_2] \]

The reader might reflect on just how simple this example is. The main feature is that the denominator of \( F(s_1,s_2) \) is given in terms of a product of simple factors. Thus, the line integrals are easily evaluated by residue calculations, or partial fraction expansions. Without this factored form, it generally is impossible to perform the sequence of single-variable inverse transforms that leads to the multivariable inverse transform. Apparently, there is no easy way around this dilemma. The good news is that the inverse-transform operation is required only rarely in the sequel. Even so, the factoring problem will arise in other contexts, and in the next section I will discuss it further.

### 2.2 Laplace-Transform Representation of Homogeneous Systems

For a stationary linear system with kernel \( h(t) \), the transfer function of the system is the Laplace transform of \( h(t) \):

\[ H(s) = \int_{0}^{\infty} h(t)e^{-st} \, dt \]  

Restricting attention to one-sided input signals, and using the convolution property of the Laplace transform, the input/output relation
\[ y(t) = \int_{-\infty}^{\infty} h(\sigma)u(t-\sigma) \, d\sigma = \int_0^t h(\sigma)u(t-\sigma) \, d\sigma \]  

(16)

can be written in the form

\[ Y(s) = H(s)U(s) \]  

(17)

where \( Y(s) \) and \( U(s) \) are the transforms of \( y(t) \) and \( u(t) \).

If a system transfer function is known, and the input signal of interest has a simple transform \( U(s) \), then the utility of this representation for computing the corresponding output signal is clear. Another reason for the importance of the transfer function is that many system properties can be expressed rather simply as properties of \( H(s) \). Also the transfer function of a "linear" interconnection of linear systems is easily computed from the subsystem transfer functions. In developing a transform representation for homogeneous systems, these features of the degree-1 case give a preview of the goals.

A degree-\( n \) homogeneous system with one-sided input signals can be represented by

\[ y(t) = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n = \int_0^t h(\sigma_1, \ldots, \sigma_n)u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]  

(18)

Inspection of the list of properties of the multivariable Laplace transform yields no direct way to write this in a form similar to (17). Therefore, an indirect approach is adopted by writing (18) as the pair of equations

\[ y_n(t_1, \ldots, t_n) = \int_0^{t_1} \cdots \int_0^{t_n} h(\sigma_1, \ldots, \sigma_n)u(t_1-\sigma_1) \cdots u(t_n-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]

\[ y(t) = y_n(t_1, \ldots, t_n) \bigg|_{t_1=\cdots=t_n=t} = y_n(t, \ldots, t) \]  

(19)

Now, the first equation in (19) can be written as a relationship between Laplace transforms by using Theorems 2.4 and 2.2:

\[ Y_n(s_1, \ldots, s_n) = H(s_1, \ldots, s_n)U(s_1) \cdots U(s_n) \]  

(20)

I call

\[ H(s_1, \ldots, s_n) = L[h(t_1, \ldots, t_n)] \]  

(21)

a (multivariable) transfer function of the homogeneous system.

At this point the utility of the multivariable transfer function for response computation is far from clear. Given \( H(s_1, \ldots, s_n) \) and \( U(s) \), it is easy to compute \( Y_n(s_1, \ldots, s_n) \). However, the inverse Laplace transform must be computed before \( y(t) \) can be found from the second equation in (19), and often this is not easy.

Before proceeding to a further investigation of response computation, I will discuss some simple properties of the multivariable transfer function representation with regard to
the interconnection of systems. In doing so, the transform-domain system diagram shown in Figure 2.1 will be used.

\[ u \rightarrow H_n(s_1, \ldots, s_n) \rightarrow y \]

**Figure 2.1.** A degree-\( n \) homogeneous system.

Perhaps the most obvious feature of the multivariable transfer function representation involves the additive parallel connection of homogeneous systems of the same degree. The overall transfer function is the sum of the subsystem transfer functions by the linearity property of the Laplace transform. On the other hand, the kernel of a multiplicative parallel connection of homogeneous systems is factorable in the sense of Theorem 2.2. Therefore, the overall transfer function of this connection also can be written by inspection of the subsystem transfer functions.

When the cascade connection of two homogeneous systems is considered, the going gets rougher. There is a reasonably neat way to write the multivariable Laplace transform of the overall cascade-system kernel derived in Section 1.4, and this is left as an exercise. We will focus on two special cases that correspond precisely to Theorems 2.3 and 2.4.

Consider the cascade connection of a degree-\( n \) homogeneous system followed by a linear system as shown in Figure 2.2. From the analysis in Section 1.4, a kernel for the overall system is

\[
 f_n(t_1, \ldots, t_n) = \int_{-\infty}^{\infty} g_1(\sigma) h_n(t_1-\sigma, \ldots, t_n-\sigma) \, d\sigma 
\]

(22)

Thus, from Theorem 2.3, a system transfer function is

\[
 F_n(s_1, \ldots, s_n) = H_n(s_1, \ldots, s_n) G_1(s_1 + \cdots + s_n) 
\]

(23)

\[ u \rightarrow H_n(s_1, \ldots, s_n) \rightarrow G_1(s) \rightarrow y \]

**Figure 2.2.** A cascade connection.

Shown in Figure 2.3 is a cascade connection of a linear system followed by a degree-\( n \) homogeneous system. From Section 1.4, an overall system kernel is given by

\[
 f_n(t_1, \ldots, t_n) = \int_{-\infty}^{\infty} g_n(\sigma_1, \ldots, \sigma_n) h_1(t_1-\sigma_1) \cdots h_1(t_n-\sigma_n) \, d\sigma_1 \cdots d\sigma_n 
\]

Application of Theorem 2.4 to this expression shows that an overall system transfer function is
\[ F_n(s_1, \ldots, s_n) = H_1(s_1) \cdots H_1(s_n)G_n(s_1, \ldots, s_n) \quad (25) \]

**Figure 2.3.** A cascade connection.

**Example 2.6** Application of these results to the interconnection structured system shown in Figure 2.4 gives the transfer function

\[ H(s_1, s_2) = H_1(s_1)H_2(s_2)H_3(s_1 + s_2) \]

(In system diagrams such as that in Figure 2.4, I retain the meaning of the \( \Pi \) symbol as a time-domain multiplication, even though the subsystems are represented in the transform domain. Also, the notational collision involved in using subscripts to denote different single-variable transfer functions, rather than the number of variables, will be ignored.)

**Figure 2.4.** The system discussed in Example 2.6.

**Example 2.7** Computing an overall transfer function of the system shown in Figure 2.5 is a bit more subtle because it must be remembered that a distinct variable should be reserved for the unity transfer functions as well as the others. The relationship between the intermediate signal and the input signal can be written from Example 2.4 as

\[ W(s_1, s_2) = H_3(s_1)H_2(s_1 + s_2)U(s_1)U(s_2) \]

Then

\[ Y(s_1, s_2, s_3) = H_3(s_1)H_2(s_1 + s_2)H_1(s_1 + s_2 + s_3)U(s_1)U(s_2)U(s_3) \]

and an overall transfer function is

\[ H(s_1, s_2, s_3) = H_1(s_1 + s_2 + s_3)H_2(s_1 + s_2)H_3(s_1) \]

**Figure 2.5.** The system discussed in Example 2.7.
Consideration of less elementary interconnections will be postponed until another tool for working with transfer functions is developed in Section 2.4. For the moment, I will return briefly to the problem of response computation using the multivariable transfer function. The point to be made is that, the general formulas notwithstanding, sometimes it is quite easy to compute the response of a nonlinear system.

**Example 2.8** Suppose that for the system shown in Figure 2.4 the subsystem transfer functions are

\[ H_1(s) = \frac{1}{s}, \quad H_2(s) = \frac{1}{s+1}, \quad H_3(s) = 1 \]

Then compute the system response to the input signal \( u(t) = \delta_{-1}(t) \) as follows. First write

\[ Y(s_1, s_2) = H(s_1, s_2)U(s_1)U(s_2) = \frac{1}{s_1^2s_2(s_2+1)} \]

Taking the inverse Laplace transform, easy in this case, gives

\[ y(t_1, t_2) = t_1(1 - e^{-t_2}) \]

Thus, the output signal is

\[ y(t) = t(1 - e^{-t}) \]

Of course, in a simple case such as this it is just as easy to trace the input signal through the system. The response of the first subsystem is \( y_1(t) = L^{-1}\left[1/s^2\right] = t \), and the response of the second is \( y_2(t) = L^{-1}\left[1/\left(s+1\right)\right] = 1 - e^{-t} \). Multiplying these together gives \( y(t) \).

The transform representation and the rules for describing interconnections and computing the response to given inputs are valid regardless of any special form that the kernel might take. That is, it doesn’t matter whether the transform of the symmetric kernel, triangular kernel, or just any everyday kernel is used (leaving aside the regular kernel representation). However, the symmetric transfer function and triangular transfer function, corresponding, respectively, to the symmetric and triangular kernels, will have particular applications in the sequel. Thus, it is useful to derive relationships between these special forms.

It is clear from the definition of the Laplace transform that the symmetric transfer function is a symmetric function in the variables \( s_1, \ldots, s_n \). The triangular transfer function, on the other hand, possesses no particular feature that by inspection distinguishes it from any other asymmetric transfer function.

Computing the symmetric transfer function corresponding to a given triangular transfer function is straightforward, in principle. Choosing the obvious notation, the time-domain formula

\[ h_{sym}(t_1, \ldots, t_n) = \frac{1}{n!} \sum_{\pi(\cdot)} h_{tri}(t_{\pi(1)}, \ldots, t_{\pi(n)}) \]
gives, by linearity of the Laplace transform,
\[ H_{\text{sym}}(s_1, \ldots, s_n) = \frac{1}{n!} \sum_{\pi(\cdot)} H_{\text{tri}}(s_{\pi(1)}, \ldots, s_{\pi(n)}) \] (27)

Obtaining \( H_{\text{tri}}(s_1, \ldots, s_n) \) from a given \( H_{\text{sym}}(s_1, \ldots, s_n) \) is more difficult because the time-domain formula
\[ h_{\text{tri}}(t_1, \ldots, t_n) = n! h_{\text{sym}}(t_1, \ldots, t_n) \delta_{-1}(t_1-t_2) \delta_{-1}(t_2-t_3) \cdots \delta_{-1}(t_{n-1}-t_n) \] (28)
must be expressed in the transform domain. I should pause to emphasize that the triangular domain \( t_1 \geq t_2 \geq \cdots \geq t_n \geq 0 \) is being used here. This particular choice is nonessential, but a different choice of triangular domain will give a different triangular transfer function.

Using Theorem 2.6 and the Laplace transform
\[ L[\delta_{-1}(t_1-t_2)\delta_{-1}(t_2-t_3) \cdots \delta_{-1}(t_{n-1}-t_n)] = \frac{1}{s_1(s_1+s_2)(s_1+s_2+s_3) \cdots (s_1+s_2+\cdots+s_n)} \] (29)
gives
\[ H_{\text{tri}}(s_1, \ldots, s_n) = \frac{n!}{(2\pi i)^n} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{H_{\text{sym}}(s_1-w_1, \ldots, s_n-w_n)}{w_1(w_1+w_2) \cdots (w_1+\cdots+w_n)} dw_1 \cdots dw_n \] (30)

**Figure 2.6.** The system discussed in Example 2.9.

**Example 2.9** For the system shown in Figure 2.6, it is clear from the interconnection rules that
\[ H_{\text{sym}}(s_1, s_2) = \frac{1}{s_1 s_2 (s_1 + s_2 + 1)} \]

To compute the triangular transfer function representation, (30) gives
It is convenient to rearrange this expression in the following way to apply the residue calculus:

\[ H_{tri}(s_1, s_2) = \frac{2}{(2\pi i)^2} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{(s_1-w_1)(s_2-w_2)(s_1+s_2-w_1-w_2+1)(w_1+w_2)} \, dw_2 \, dw_1 \]

Now the inner integral can be evaluated by calculating the residue of the integrand corresponding to the pole \( w_2 = -w_1 \). This residue is

\[ \left. \frac{1}{(s_2-w_2)(s_2-w_2+s_1-w_1+1)} \right|_{w_2=-w_1} = \frac{1}{(s_2+w_1)(s_1+s_2+1)} \]

so that

\[ H_{tri}(s_1, s_2) = \frac{2}{s_1+s_2+1} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{1}{2\pi i} \frac{1}{(s_1-w_1)(w_1+s_2)} \, dw_1 \]

To evaluate the integral using the residue calculus, the sum of the residues of the integrand at the poles \( w_1 = 0 \) and \( w_1 = -s_2 \) must be calculated. This gives

\[ \left. \frac{1}{(s_1-w_1)(w_1+s_2)} \right|_{w_1=0} + \left. \frac{1}{(s_1-w_1)w_1} \right|_{w_1=-s_2} = \frac{1}{s_1(s_1+s_2)} \]

and thus

\[ H_{tri}(s_1, s_2) = \frac{2}{s_1(s_1+s_2)(s_1+s_2+1)} \]

The alert reader probably has noted that these residue calculations depend upon knowing the denominator polynomial of the integrand in a factored form. This begs again the question of factoring multivariable polynomials, and the question of just what the term "factor" means in this context. These involve nontrivial problems in mathematics, and a general discussion would be at once lengthy, and not very beneficial for the purposes here. However, there are a few special classes of polynomials that can be handled more or less effectively, and these classes suffice at least to provide examples of typical calculations. Thus, I will avoid generalities and concentrate on two of these classes, both of which involve symmetric polynomials.

First, consider the situation where the polynomial \( P(s_1, \ldots, s_n) \) is known to have the form
where $P_1(s)$ and $P_2(s)$ are (single-variable) polynomials. Furthermore, for simplicity, assume that $P_1(s)$ and $P_2(s)$ each have distinct (multiplicity-one) roots. Clearly these are severe restrictions on the form of $P(s_1, \ldots, s_n)$ when compared with all possible $n$-variable polynomials. Some measure of the system-theoretic importance of this class of polynomials can be obtained by reviewing the examples so far presented. These polynomials arise in the symmetric transfer function of a cascade connection of a linear system followed by an $n^{th}$-power nonlinearity followed by another linear system.

The nice feature of the special form of $P(s_1, \ldots, s_n)$ is that the factoring problem can be solved by factoring the single-variable polynomial $P(s, \ldots, s) = P_1^n(s)P_2(ns)$. If $s = \alpha$ is a root of $P(s, \ldots, s)$ of multiplicity one, then $(s_1 + \cdots + s_n - n\alpha)$ is a factor of $P_2(s_1 + \cdots + s_n)$, and thus of $P(s_1, \ldots, s_n)$. If $s = \alpha$ is a root of $P(s, \ldots, s)$ of multiplicity $n$, then $(s - \alpha)$ is a factor of $P_1(s)$, and thus $(s_1 - \alpha) \cdots (s_n - \alpha)$ is a factor of $P(s_1, \ldots, s_n)$. If $s = \alpha$ is a root of $P(s, \ldots, s)$ of multiplicity $n + 1$, then $(s_1 - \alpha) \cdots (s_n - \alpha)$ and $(s_1 + \cdots + s_n - n\alpha)$ are factors of $P(s_1, \ldots, s_n)$. That these are the only possibilities should be clear because of the restricted form of the polynomial. A similar procedure can be developed for the case where $P_1(s)$ and $P_2(s)$ are permitted to have multiple roots, but this is left to Section 2.6.

I will also discuss briefly a factoring approach for somewhat more general symmetric polynomials. However, for the degree-2 case, this form agrees precisely with that considered above: $P(s_1, s_2) = P_1(s_1)P_1(s_2)P_2(s_1 + s_2)$. For various numerical values of $s_2$, compute the roots of $P(s, s_2)$. A root $s = \lambda(s_2)$ that is fixed with respect to different values of $s_2$ gives a candidate for a factor $(s_1 - \lambda)(s_2 - \lambda)$ of $P(s_1, s_2)$. This candidate is readily checked by performing long division. A root $s = \lambda(s_2)$ for which $\lambda(s_2) + s_2$ is constant for various values of $s_2$ gives a candidate factor $(s_1 + s_2 - \lambda)$ for $P(s_1, s_2)$. Again, long division can be used to check and remove such a factor. In this way the factors are found one at a time.

Now consider 3-variable, symmetric polynomials of the general form

$$P(s_1, s_2, s_3) =$$

$$P_1(s_1)P_2(s_2)P_3(s_3)P_2(s_1 + s_2)P_2(s_1 + s_3)P_2(s_2 + s_3)P_3(s_1 + s_2 + s_3)$$

For various numerical values of $s_2$ (= $s_3$), compute the roots of the single-variable polynomial

$$P(s, s_2, s_2) = P_1(s)P_1^2(s_2)P_2^2(s + s_2)P_2(2s_2)P_3(s + 2s_2)$$

A root $s = \lambda(s_2)$ that is fixed with respect to $s_2$ gives a candidate factor of the form $(s_1 - \lambda)(s_2 - \lambda)(s_3 - \lambda)$ for $P(s_1, s_2, s_3)$. A root $s = \lambda(s_2)$ for which $\lambda(s_2) + s_2$ is constant gives a candidate factor of the form $(s_1 + s_2 - \lambda)(s_1 + s_3 - \lambda)(s_2 + s_3 - \lambda)$. Finally, a root for which $\lambda(s_2) + 2s_2$ is constant gives a candidate factor $(s_1 + s_2 + s_3 - \lambda)$. In all cases, the factor candidates can be checked and removed by long division.
In the general case, symmetric polynomials of the form
\[ P(s_1, \ldots, s_n) = \prod_{j=1}^{n} P_1(s_j) \prod_{\pi} P_2(s_{\pi(1)} + s_{\pi(2)}) \prod_{\pi} P_3(s_{\pi(1)} + s_{\pi(2)} + s_{\pi(3)}) \cdots P_n(s_1 + \cdots + s_n) \]
where the products are over all permutations \( \pi \) of the integers 1,...,\( n \), can be attacked using this procedure. However, the complications rapidly increase, and the attack involves a great deal of artful guessing and single-variable factoring.

Of course, there are many other forms for symmetric polynomials. Even in the 2-variable case, factors of the form \((s_1 s_2 + 1)\) or \((s_1 - s_2)(s_2 - s_1)\) have not been considered. There are a couple of reasons for ignoring these situations: procedures are unknown, and, more importantly, for the system theory of interest here such factors do not arise. Further explanation must be postponed until Chapter 4.

2.3 Response Computation and the Associated Transform

Because of the need to perform the multivariable inverse Laplace transform, the response computation procedure used in Example 2.8 often is unwieldy. There is an alternative method that is based on the idea of computing the Laplace transform of the output signal, \( Y(s) \), directly from \( Y_n(s_1, \ldots, s_n) \). Then only a single-variable inverse Laplace transform is required to find \( y(t) \). The procedure for computing \( Y(s) \) from \( Y_n(s_1, \ldots, s_n) \) is called association of variables, and \( Y(s) \) is called the associated transform. The notation
\[ Y(s) = A_n[Y_n(s_1, \ldots, s_n)] \]
is used to denote the association of variables operation.

I begin with the \( n = 2 \) case, for then the general case is an easy extension.

**Theorem 2.7** For the Laplace transform \( Y_2(s_1, s_2) \), the associated transform \( Y(s) = A_2[Y_2(s_1, s_2)] \) is given by the line integral
\[ Y(s) = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_2(s-s_2, s_2) \, ds_2 \]  
(32)

**Proof** Writing the inverse Laplace transform
\[ y_2(t_1, t_2) = \frac{1}{(2\pi i)^2} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_2(s_1, s_2)e^{s_1 t_1}e^{s_2 t_2} \, ds_1 ds_2 \]
and setting \( t_1 = t_2 = t \) yields
\[ y(t) = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \left[ \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_2(s_1, s_2)e^{s_1 t} \, ds_1 \right] e^{s_2 t} \, ds_2 \]
Changing the variable of integration \( s_1 \) to \( s = s_1 + s_2 \) gives

\[
y(t) = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \left[ \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_2(s-s_2,s_2)e^{(s-s_1)t} \, ds \right] e^{s_1t} \, ds_2
\]

Finally, interchanging the order of integration to obtain

\[
y(t) = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \left[ \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_2(s-s_2,s_2) \, ds_2 \right] e^{st} \, ds
\]

shows that the bracketed term must be \( Y(s) = L[y(t)] \), and the proof is complete.

Note that by reordering the integrations in this proof, another formula for the association operation is obtained. Namely

\[
Y(s) = \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_2(s_1,s-s_1) \, ds_1
\]

(33)

In the degree-\( n \) case, computations similar to those in the proof of Theorem 2.7 lead to a number of different formulas for association of variables. These different formulas arise from different orderings of the integrations when manipulating the inverse-Laplace-transform expression for \( y_n(t,...,t) \), (not to mention different variable labelings). Two forms are shown below, with verification left to Problem 2.12:

\[
Y(s) = \frac{1}{(2\pi i)^{n-1}} \int_{\sigma-i\infty}^{\sigma+i\infty} \left[ \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_n(s-s_2,s_2-s_3,...,s_{n-1}-s_n,s_n) \, ds_n \right] ds_1 \cdots ds_2
\]

(34)

\[
Y(s) = \frac{1}{(2\pi i)^{n-1}} \int_{\sigma-i\infty}^{\sigma+i\infty} \left[ \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} Y_n(s-s_1,s_2-s_2,...-s_{n-1},s_1,s_2,...,s_{n-1}) \, ds_1 \right] ds_2 \cdots ds_{n-1}
\]

(35)

But the details of the calculations that establish (34) and (35) also show that the association operation can be regarded as a sequence of pairwise associations. Such a sequence can be written as shown below, where semicolons are used to set off the two variables to be associated.

\[
Y_{n-1}(s,s_3,...,s_n) = A_2[Y_n(s_1,s_2,s_3,...,s_n)]
\]

\[
Y_{n-2}(s,s_4,...,s_n) = A_2[Y_{n-1}(s_1,s_3,...,s_n)]
\]

\[
\vdots
\]

\[
Y(s) = A_2[Y_2(s,s_n)]
\]

(36)

It is readily demonstrated that this particular sequence of computing the pairwise associations corresponds to the formula (35) if (32) is used at each step.

Before going further, I should point out one situation in which the associated transform has a clear system-theoretic interpretation. If \( H_n(s_1,...,s_n) \) is the multivariable transfer function of a degree-\( n \) homogeneous system, and if \( u(t) = \delta_0(t) \), then from (10),
Therefore, the Laplace transform of the impulse response of the system is \( Y(s) = H(s) = A_n[H_n(s_1, \ldots, s_n)] \).

Of course, some caution should be exercised because, as noted in Chapter 1, the impulse response of a homogeneous system may not exist. This implies that difficulties can arise with the association operation. As an example, consider the system shown in Figure 2.4 with \( H_1(s) = H_2(s) = 1 \). In this case, the input signal \( u(t) = \delta_0(t) \) results in the undefined signal \( \delta_0^2(t) \) at the input to \( H_3(s) \). The reader should set up the association operation for the transfer function of this system, namely \( H_3(s_1+s_2) \), and attempt to evaluate the line integral to see how this difficulty appears.

To perform the association operation in (32), the line integral usually is replaced by a Bromwich contour integration and the residue calculus is applied (assuming the requisite technical hypotheses). However, simpler approaches should not be overlooked. For instance, there are cases where the time-domain route yields the answer easily.

**Example 2.10** If

\[
F_2(s_1, s_2) = \frac{1}{(s_1-\alpha)^k(s_2-\beta)^j}
\]

where \( \alpha \) and \( \beta \) are real numbers, and \( k \) and \( j \) are positive integers, then

\[
f_2(t_1, t_2) = \frac{1}{(k-1)!} t_1^{k-1} e^{\alpha t_1} \frac{1}{(j-1)!} t_2^{j-1} e^{\beta t_2}
\]

Therefore,

\[
f(t) = f_2(t, t) = \frac{1}{(k-1)!(j-1)!} t^{k+j-2} e^{(\alpha+\beta)t}
\]

and from the single-variable Laplace transform,

\[
F(s) = A_2[F(s_1, s_2)] = \frac{1}{(k-1)!(j-1)!} (k+j-2)! \frac{1}{(s-\alpha-\beta)^{k+j-1}}
\]

\[
= \binom{k+j-2}{k-1} \frac{1}{(s-\alpha-\beta)^{k+j-1}}
\]

For many commonly occurring types of rational functions, the association operation can be accomplished by the application of a few simple properties to a small group of tabulated associations. The proofs of these involve familiar integral manipulations, so I leave them to the reader. Note that the notation indicated in (31) is used throughout. Two tables of simple associated transforms are given at the end of this section. These are not extensive; just enough transforms are given to facilitate computations in simple examples.

**Theorem 2.8** If \( F(s_1, \ldots, s_n) \) can be written in the factored form

\[
F(s_1, \ldots, s_n) = H(s_1, \ldots, s_k)G(s_{k+1}, \ldots, s_n)
\]

then
where $H(s) = A_k[H(s_1, \ldots, s_k)]$ and $G(s) = A_{n-k}[G(s_{k+1}, \ldots, s_n)]$.

For a number of special cases, (38) can be worked out explicitly, as the following results indicate.

**Corollary 2.1** If $F(s_1, \ldots, s_n)$ can be written in the factored form

$$F(s_1, \ldots, s_n) = \frac{1}{(s_k + \alpha)^q + 1} G(s_1, \ldots, s_{k-1}, s_{k+1}, \ldots, s_n)$$

where $\alpha$ is a scalar, then

$$F(s) = \frac{(-1)^q}{q!} \frac{ds^q}{ds} G(s + \alpha)$$

**Corollary 2.2** If $F(s_1, \ldots, s_n)$ can be written in the form

$$F(s_1, \ldots, s_n) = \frac{\alpha}{s_k^2 + \alpha^2} G(s_1, \ldots, s_{k-1}, s_{k+1}, \ldots, s_n)$$

where $\alpha$ is a scalar, then

$$F(s) = \frac{1}{2i} [G(s - i\alpha) - G(s + i\alpha)]$$

**Corollary 2.3** If $F(s_1, \ldots, s_n)$ can be written in the form

$$F(s_1, \ldots, s_n) = \frac{s_k}{s_k^2 + \alpha^2} G(s_1, \ldots, s_{k-1}, s_{k+1}, \ldots, s_n)$$

then

$$F(s) = \frac{1}{2} [G(s - i\alpha) + G(s + i\alpha)]$$

**Theorem 2.9** If $F(s_1, \ldots, s_n)$ can be written in the form

$$F(s_1, \ldots, s_n) = H(s_1 + \cdots + s_n) G(s_1, \ldots, s_n)$$

then

$$F(s) = H(s) G(s)$$

**Example 2.11** The impulse response of the degree-3 system described by
\[ H(s_1, s_2, s_3) = \frac{1}{(s_1+1)(s_2^2+3s_2+2)(s_3+2)} \]
can be computed as follows. Using Corollary 2.1 to associate the variables \( s_1 \) and \( s_2 \) gives
\[
A_2\left[ \frac{1}{(s_1+1)(s_2^2+3s_2+2)} \right] = \frac{1}{(s+1)^2+3(s+1)+2} = \frac{1}{s^2+5s+6}
\]
The second step of the procedure again involves Corollary 2.1:
\[
A_3[H(s_1, s_2, s_3)] = A_2\left[ \frac{1}{(s^2+5s+6)(s_3+2)} \right] = \frac{1}{(s+2)^2+5(s+2)+6} = \frac{1}{s^2+9s+20}
\]
Thus, by partial fraction expansion, the impulse response of the system is
\[ y(t) = e^{-4t} - e^{-5t} \]
A considerably different input/output representation can be obtained in the transform domain when the regular kernel representation is the starting point in the time domain. If a system is described by
\[
y(t) = \int_0^\infty h_{\text{reg}}(\sigma_1, \ldots, \sigma_n)u(t-\sigma_1-\cdots-\sigma_n)u(t-\sigma_2-\cdots-\sigma_n) \cdots u(t-\sigma_n)d\sigma_1 \cdots d\sigma_n
\]
I will call
\[ H_{\text{reg}}(s_1, \ldots, s_n) = L[h_{\text{reg}}(t_1, \ldots, t_n)] \]
the *regular transfer function* for the system. It is a simple matter to relate the regular transfer function to the triangular transfer function since
\[ h_{\text{reg}}(t_1, \ldots, t_n) = h_{\text{tri}}(t_1 + \cdots + t_n, t_2 + \cdots + t_n, \ldots, t_n) \]
for \( t_1, \ldots, t_n \geq 0 \). A change of variables in the definition of the Laplace transform of \( h_{\text{reg}}(t_1, \ldots, t_n) \) gives
\[ H_{\text{reg}}(s_1, \ldots, s_n) = H_{\text{tri}}(s_1, s_2-s_1, s_3-s_2, \ldots, s_n-s_{n-1}) \]
And it is clear from this expression that
\[ H_{\text{tri}}(s_1, \ldots, s_n) = H_{\text{reg}}(s_1, s_1+s_2, s_1+s_2+s_3, \ldots, s_1+\cdots+s_n) \]
It is unfortunate, although perhaps no surprise, that the relationships between the regular and symmetric transfer functions are much more difficult. In fact, the connection is made through the triangular transfer function by using (27) and (30) in conjunction with (49) and (50).
To derive interconnection rules for the regular transfer function is a quite tedious process using the theory so far developed. Therefore, I will postpone this topic until
Appendix 4.1, at which point a different approach to the problem is available. But the computation of input/output behavior in terms of $H_{\text{reg}}(s_1, \ldots, s_n)$ need not be delayed.

The transform-domain input/output representation in terms of the regular transfer function is most easily derived from the association of variables formula involving the triangular transfer function. Namely, from (35),

$$Y(s) = \frac{1}{(2\pi i)^{n-1}} \int_{\sigma-i\infty}^{\sigma+i\infty} H_{\text{tr}}(s-s_1-\cdots-s_{n-1}, s_1, \ldots, s_{n-1})$$

$$U(s-s_1-\cdots-s_{n-1})U(s_1) \cdots U(s_{n-1}) \, ds_1 \cdots ds_{n-1} \quad (51)$$

Using (50) gives

$$Y(s) = \frac{1}{(2\pi i)^{n-1}} \int_{\sigma-i\infty}^{\sigma+i\infty} H_{\text{reg}}(s-s_1-\cdots-s_{n-1}, s-s_2-\cdots-s_{n-1}, \ldots, s-s_{n-1}, s)$$

$$U(s-s_1-\cdots-s_{n-1})U(s_1) \cdots U(s_{n-1}) \, ds_1 \cdots ds_{n-1} \quad (52)$$

The important fact about this formula is that there is one situation of wide interest wherein the line integrations can be evaluated in a general fashion. The restrictions on the forms of $H_{\text{reg}}(s_1, \ldots, s_n)$ and $U(s)$ in the following result are to permit application of the residue calculus. The form of the regular transfer function may seem a bit strange, but in Chapter 4 it will become very familiar.

**Theorem 2.10** Suppose that a degree-$n$ homogeneous system is described by a strictly proper, rational regular transfer function of the form

$$H_{\text{reg}}(s_1, \ldots, s_n) = \frac{P(s_1, \ldots, s_n)}{Q_1(s_1) \cdots Q_n(s_n)} \quad (53)$$

where each $Q_j(s_j)$ is a single-variable polynomial. If the input signal is described by

$$U(s) = \sum_{i=1}^{r} \frac{a_i}{s+\gamma_i} \quad (54)$$

where $\gamma_1, \ldots, \gamma_r$ are distinct, then the response of the system is given by

$$Y(s) = \sum_{i_1=1}^{r} \cdots \sum_{i_{n-1}=1}^{r} a_{i_1} \cdots a_{i_{n-1}} H_{\text{reg}}(s+\gamma_{i_1}+\cdots+\gamma_{i_{n-1}}),$$

$$s+\gamma_{i_2}+\cdots+\gamma_{i_{n-1}}, \ldots, s+\gamma_{i_{n-1}}, s)U(s+\gamma_{i_2}+\cdots+\gamma_{i_{n-1}}, s)$$

$$U(s+\gamma_{i_2}+\cdots+\gamma_{i_{n-1}}, s) \, ds_1 \cdots ds_{n-1} \quad (55)$$

**Proof** This result is proved by evaluating the integrals in (52) one at a time using the residue calculus. The first integration to be performed is
Applying (50) gives the regular transfer function for the system:

\[
\frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} H_{\text{reg}}(s-s_1-\cdots-s_{n-1}, s-s_2-\cdots-s_{n-1}, \ldots, s-s_{n-1}, s) \, ds_{n-1}
\]

\[
U(s-s_1-\cdots-s_{n-1}) U(s_{n-1}) \, ds_{n-1}
\]

\[
= \frac{1}{2\pi i} \int_{\sigma-i\infty}^{\sigma+i\infty} \frac{P(s-s_1-\cdots-s_{n-1}, \ldots, s-s_{n-1}, s)}{Q_1(s-s_1-\cdots-s_{n-1}) \cdots Q_{n-1}(s-s_{n-1}) Q_n(s)} \, ds_{n-1}
\]

\[
U(s-s_1-\cdots-s_{n-1}) U(s_{n-1}) \, ds_{n-1}
\]

A key point here is that \(1/Q_n(s)\) can be factored out of the integral, leaving the denominator of the integrand in the form \(F(s-s_{n-1}) G(s_{n-1})\). Thus the residue calculus can be applied, and the sum of the residues of the integrand at the poles of \(U(s_{n-1})\), namely, the poles \(-\gamma_1, \ldots, -\gamma_r\), gives the result

\[
\sum_{i_{n-1}=1}^r a_{i_{n-1}} H_{\text{reg}}(s-s_1-\cdots-s_{n-2}+\gamma_{i_{n-1}}, s-s_2-\cdots-s_{n-2}+\gamma_{i_{n-1}}, \ldots, s+\gamma_{i_{n-1}}, s) U(s-s_1-\cdots-s_{n-2}+\gamma_{i_{n-1}})
\]

Now (52) can be written in the form

\[
Y(s) = \sum_{i_{n-1}=1}^r a_{i_{n-1}} \frac{1}{(2\pi i)^{n-2}} \int_{\sigma-i\infty}^{\sigma+i\infty} H_{\text{reg}}(s-s_1-\cdots-s_{n-2}+\gamma_{i_{n-1}}, s-s_2-\cdots-s_{n-2}+\gamma_{i_{n-1}}, \ldots, s+\gamma_{i_{n-1}}, s) U(s-s_1-\cdots-s_{n-2}+\gamma_{i_{n-1}}) U(s) \cdots U(s_{n-2}) \, ds_{n-2} \cdots ds_1
\]

Performing the integrations with respect to \(s_{n-2}\) using the residue calculus just as before,

\[
Y(s) = \sum_{i_{n-1}=1}^r \sum_{i_{n-2}=1}^r a_{i_{n-2}} a_{i_{n-1}} \frac{1}{(2\pi i)^{n-3}} \int_{\sigma-i\infty}^{\sigma+i\infty} H_{\text{reg}}(s-s_1-\cdots+\gamma_{i_{n-2}}+\gamma_{i_{n-1}}, \ldots, s+\gamma_{i_{n-2}}, s) U(s-s_1-\cdots-s_{n-3}+\gamma_{i_{n-2}}+\gamma_{i_{n-1}}) U(s) \cdots U(s_{n-3}) \, ds_{n-3} \cdots ds_1
\]

Continuing to work through the integrations will lead directly to the input/output relation in (54).

**Example 2.12** The triangular transfer function corresponding to the system in Figure 2.6 is

\[
H_{\text{tr}}(s_1,s_2) = \frac{2}{s_1(s_1+s_2)(s_1+s_2+1)}
\]

Applying (50) gives the regular transfer function for the system:

\[
H_{\text{reg}}(s_1,s_2) = H_{\text{tr}}(s_1,s_2-s_1) = \frac{2}{s_1s_2(s_2+1)}
\]
Now it is a straightforward matter to compute the unit-step response of the system via (55). In this case

\[ Y(s) = H_{reg}(s,s)U(s) = \frac{2}{s^3(s + 1)} \]

and a simple partial fraction expansion yields

\[ y(t) = 2 - 2t + t^2 - 2e^{-t}, \quad t \geq 0 \]

Of course, it is easy to verify this answer by tracing the input signal through the system diagram.

### 2.4 The Growing Exponential Approach

Another viewpoint towards the transform representation of homogeneous systems is based upon the following property of linear systems. Consider a system described by

\[ y(t) = \int_{-\infty}^{\infty} h(\sigma)u(t-\sigma) \, d\sigma \quad (56) \]

with the growing exponential input signal \( u(t) = e^{\lambda t}, \lambda > 0, \) defined for all \( t. \) The response is

\[
\begin{align*}
    y(t) &= \int_{-\infty}^{\infty} h(\sigma)e^{\lambda(t-\sigma)} \, d\sigma \\
    &= \int_{0}^{\infty} h(\sigma)e^{-\lambda\sigma} \, d\sigma \, e^{\lambda t} \\
    &\quad \text{where the lower limit has been raised to 0 in view of the one-sidedness of } h(t). \\
\end{align*}
\]

Thus, if \( H(s) \) is the system transfer function, and if \( \lambda \) is in the region of convergence of the transform,

\[ y(t) = H(\lambda)e^{\lambda t}, \quad t \in (\infty, \infty) \quad (58) \]

In particular, if the linear system is stable, then \( \lambda \) will be in the region of convergence since \( \lambda > 0. \)

The fact that a growing exponential input signal is simply scaled by a linear system to produce the output signal is sometimes called the eigenfunction property of linear systems. In addition, the response of the linear system to a linear combination of growing exponentials

\[ u(t) = \sum_{i=1}^{p} \alpha_i e^{\lambda_i t}, \quad \lambda_1, \ldots, \lambda_p > 0 \quad (59) \]

is given by
This is sometimes useful since arbitrary two-sided input signals can be approximated by linear combinations of growing exponentials. In the present context the transfer function $H(s)$ of a linear system is regarded as that function that characterizes the response to growing exponentials via (58) or (60).

For a homogeneous system of degree $n > 1$, I will proceed in an analogous fashion. Using the representation

$$y(t) = \sum_{i=1}^{\infty} \alpha_i H(\lambda_i) e^{\lambda_i t}$$

(60)

the reader can see readily that the response to $u(t) = e^{\lambda t}, \lambda > 0, t \in (-\infty, \infty)$, is

$$y(t) = H_n(\lambda, \ldots, \lambda)e^{n\lambda t}$$

(62)

where $H_n(s_1, \ldots, s_n)$ is a system transfer function. But it should come as no surprise that the response to a single growing exponential indicates little about the behavior of the system for other inputs. In other words, it is clear that a complete characterization of the multivariable function $H_n(s_1, \ldots, s_n)$ is not obtained from the single-variable function $H_n(\lambda, \ldots, \lambda)$.

Before treating input signals that are arbitrary linear combinations of growing exponentials, consider the case of "double exponential" inputs

$$u(t) = \alpha_1 e^{\lambda_1 t} + \alpha_2 e^{\lambda_2 t}, \lambda_1, \lambda_2 > 0, t \in (-\infty, \infty)$$

(63)

These will be of particular importance in the sequel. From (63) and (61), write

$$y(t) = \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) \prod_{j=1}^{n} [\alpha_1 e^{\lambda_1 (t-\sigma_j)} + \alpha_2 e^{\lambda_2 (t-\sigma_j)}] d\sigma_1 \cdots d\sigma_n$$

(61)

$$= \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) \prod_{k=1}^{2} \left( \prod_{j=1}^{n} \alpha_{k_j} \right) \exp\left[ \sum_{j=1}^{n} \lambda_{k_j} (t-\sigma_j) \right] d\sigma_1 \cdots d\sigma_n$$

$$= \sum_{k_1=1}^{2} \cdots \sum_{k_n=1}^{2} \left( \prod_{j=1}^{n} \alpha_{k_j} \right) \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) \exp(-\sum_{j=1}^{n} \lambda_{k_j} \sigma_j) d\sigma_1 \cdots d\sigma_n \exp(\sum_{j=1}^{n} \lambda_{k_j} t)$$

(64)

$$= \sum_{k_1=1}^{2} \cdots \sum_{k_n=1}^{2} \left( \prod_{j=1}^{n} \alpha_{k_j} \right) H_n(\lambda_{k_1}, \ldots, \lambda_{k_n}) \exp(\sum_{j=1}^{n} \lambda_{k_j} t)$$

Note that many of the terms in this output expression have identical exponents $(\lambda_{k_1} + \cdots + \lambda_{k_n})$. I can write all terms with exponent $k\lambda_1 + (n-k)\lambda_2$ as the single term

$$\alpha_1^k \alpha_2^{n-k} G_{k,n-k}(\lambda_1, \lambda_2) \exp[(k\lambda_1 + (n-k)\lambda_2)t]$$

(65)
where

\[
G_{k,n-k}(\lambda_1, \lambda_2) = \sum_{k_1=1}^{2} \cdots \sum_{k_n=1}^{2} H_n(\lambda_{k_1}, \ldots, \lambda_{k_n})
\]

(66)

Thus, the response of the system to the input (63) can be written in the form

\[
y(t) = \sum_{k=0}^{n} \alpha_1^k \alpha_2^{n-k} G_{k,n-k}(\lambda_1, \lambda_2) e^{[k\lambda_1 + (n-k)\lambda_2]t}
\]

(67)

There are two observations to be made in the context of the double-exponential case. First, note that if \(H_n(s_1, \ldots, s_n)\) is the symmetric transfer function of the system, then (66) can be written as

\[
G_{k,n-k}(\lambda_1, \lambda_2) = \left(\sum_{k=0}^{n} H_{n}^{\text{sym}}(\lambda_1, \ldots, \lambda_1; \lambda_2, \ldots, \lambda_2)\right) n-k
\]

(68)

Second, if the system is of degree \(n = 2\), then (68) implies that

\[
H_2^{\text{sym}}(\lambda_1, \lambda_2) = \frac{1}{2} G_{1,1}(\lambda_1, \lambda_2)
\]

(69)

That is, for a double-exponential input to a degree-2 system, the symmetric transfer function is determined by the coefficient of the \(e^{(\lambda_1 + \lambda_2)t}\) term in the output.

**Example 2.12** To determine the multivariable transfer function of the system shown in Figure 2.4, the double exponential input method can be applied since the system is of degree 2. Denoting the input to \(H_3(s)\) by \(v(t)\), and choosing the coefficients \(\alpha_1 = \alpha_2 = 1\) in (63),

\[
v(t) = [H_1(\lambda_1)e^\lambda_1 t + H_1(\lambda_2)e^\lambda_2 t][H_2(\lambda_1)e^\lambda_1 t + H_2(\lambda_2)e^\lambda_2 t]
\]

\[
= H_1(\lambda_1)H_2(\lambda_1)e^{2\lambda_1 t} + [H_1(\lambda_1)H_2(\lambda_2) + H_1(\lambda_2)H_2(\lambda_1)]e^{(\lambda_1 + \lambda_2)t}
\]

\[
+ H_1(\lambda_2)H_2(\lambda_2)e^{2\lambda_2 t}
\]

Thus,

\[
y(t) = H_1(\lambda_1)H_2(\lambda_1)H_3(2\lambda_1)e^{2\lambda_1 t}
\]

\[
+ [H_1(\lambda_1)H_2(\lambda_2) + H_1(\lambda_2)H_2(\lambda_1)]H_3(\lambda_1 + \lambda_2)e^{(\lambda_1 + \lambda_2)t}
\]

\[
+ H_1(\lambda_2)H_2(\lambda_2)H_3(2\lambda_2)e^{2\lambda_2 t}
\]

and the symmetric transfer function of the system is

\[
H_{\text{sym}}(s_1, s_2) = \frac{1}{2} [H_1(s_1)H_2(s_2) + H_1(s_2)H_2(s_1)]H_3(s_1 + s_2)
\]
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It is clear that this is the symmetric version of the transfer function derived in Example 2.6.

Now consider the response of a degree-$n$ homogeneous system to an arbitrary linear combination of growing exponentials such as in (59). My purpose is again twofold: to present a method for determining the symmetric transfer function of such a system, and to develop a representation for the system response to such an input signal.

Substituting (59) into (61) gives

$$y(t) = \int_{-\infty}^{\infty} h_n(\sigma_1, \ldots, \sigma_n) \prod_{j=1}^{n} \left[ \prod_{k=1}^{p} \alpha_k \right] \exp \left[ \sum_{j=1}^{n} \lambda_{k_j} (t - \sigma_j) \right] d\sigma_1 \cdots d\sigma_n$$

where, as before, certain assumptions have been made concerning the regions of convergence. Of course, many of the terms in this expression contain identical exponents. By collecting all those terms with like exponents, a simplified expression can be obtained.

In particular, consider all those terms in (70) with the exponent $(m_1 \lambda_1 + m_2 \lambda_2 + \cdots + m_p \lambda_p) t$, where each $m_i$ is an integer satisfying $0 \leq m_i \leq n$ with $\sum_{i=1}^{p} m_i = n$. I can write this collection of terms as

$$\alpha_1^{m_1} \cdots \alpha_p^{m_p} G_{m_1, \ldots, m_p}(\lambda_1, \ldots, \lambda_p) \exp[(m_1 \lambda_1 + \cdots + m_p \lambda_p) t]$$

where, using an implicit summation in which $m_j$ of the $n$ indices take the value $j$, $j = 1, \ldots, p$,

$$G_{m_1, \ldots, m_p}(\lambda_1, \ldots, \lambda_p) = \sum_{k_1=1}^{p} \cdots \sum_{k_p=1}^{p} H_n(\lambda_{k_1}, \ldots, \lambda_{k_p})$$

Thus, the output signal is expressed in the form

$$y(t) = \sum_{m} \alpha_1^{m_1} \cdots \alpha_p^{m_p} G_{m_1, \ldots, m_p}(\lambda_1, \ldots, \lambda_p) \exp[(m_1 \lambda_1 + \cdots + m_p \lambda_p) t]$$

where $\sum_{m}$ indicates a $p$-fold sum over all integer indices $m_1, \ldots, m_p$ such that $0 \leq m_i \leq n$. 
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and \( m_1 + \cdots + m_p = n \).

If the transfer function \( H_n(s_1, \ldots, s_n) \) is symmetric, then the implicit sum in (72) can be made somewhat more explicit. Since there will be \( \binom{n}{m_1} \) identical terms with \( m_1 \) of the indices 1, then \( \binom{n-m_1}{m_2} \) identical terms with \( m_2 \) of the indices 2, and so forth; and since

\[
\begin{pmatrix} n \\ m_1 \\ m_2 \\ \vdots \\ m_p \end{pmatrix} \binom{n-m_1}{m_2} \binom{n-m_1-m_2}{m_3} \cdots \binom{n-m_1-\cdots-m_{p-2}}{m_{p-1}} = \frac{n!}{m_1! m_2! \cdots m_p!} \]  

(74)

(72) can be written in the form

\[
G_{m_1, \ldots, m_p}(\lambda_1, \ldots, \lambda_p) = \frac{n!}{m_1! m_2! \cdots m_p!} H_{n\text{sym}}(\lambda_1, \ldots, \lambda_1; \ldots; \lambda_p, \ldots, \lambda_p) \]  

(75)

Aside from being a neater way to write the exponential coefficients, when \( p = n \) the relationship

\[
G_{1, \ldots, 1}(\lambda_1, \ldots, \lambda_n) = n! H_{n\text{sym}}(\lambda_1, \ldots, \lambda_n) \]  

(76)

is obtained. To rephrase: when a linear combination of \( n \) growing exponentials is applied to a degree-\( n \) homogeneous system, the symmetric transfer function of the system is given by \( 1/n! \) times the coefficient of \( \exp[(\lambda_1 + \cdots + \lambda_n)t] \). The utility of this approach will be demonstrated by the following not quite trivial example. I invite the reader to compute the transfer function by using the interconnection rules, just to compare the two approaches.

Example 2.13  The system shown in Figure 2.7 is assumed to have stable linear subsystems (for convergence purposes) and integer-power nonlinearities, with \( m_1 m_2 = m \). To find the transfer function, consider the input

\[
u(t) = \sum_{i=1}^{m} e^{\lambda_i t}, \quad \lambda_1, \ldots, \lambda_m > 0 \]

Tracing this signal through the system diagram gives

Figure 2.7. A cascade connection of linear systems and integer-power nonlinearities.
Then

\[
y(t) = \sum_{i_1=1}^{m} \cdots \sum_{i_m=1}^{m} [ \prod_{j=1}^{m} H_0(\lambda_{i_j})] H_1(\sum_{k=1}^{m} \lambda_{i_k}) \exp(\sum_{k=1}^{m} \lambda_{i_k} t) \]

... 

\[
y(t) = \sum_{i_1=1}^{m} \cdots \sum_{i_m=1}^{m} [ \prod_{j=1}^{m} H_0(\lambda_{i_j})] H_1(\sum_{k=1}^{m} \lambda_{i_k}) \exp(\sum_{k=1}^{m} \lambda_{i_k} t) \]

where in the middle equality only the first two factors have been written for simplicity. The important point is that distinct variables must be maintained in each factor.

Now collect all those terms that correspond to the exponent \((\lambda_1 + \cdots + \lambda_m)t\) in order to obtain the symmetric transfer function. There are \(m!\) such terms, \(m\) choices of which index is 1, \(m-1\) choices of which index is 2, and so on. However, each of these \(m!\) terms is itself an asymmetric transfer function; the various choices of indices correspond to the various permutations of the variables. Taking, for instance, \(i_1=1, i_2=2, \ldots, i_m=m\), one system transfer function is obtained:

\[
H_m(s_1, \ldots, s_m) = \prod_{j=1}^{m} H_0(s_j) \prod_{j=1}^{m} H_1(\sum_{k=1}^{m} s_{k+(j-1)m})
\]

The properties of growing exponentials just discussed provide another viewpoint from which the transfer function can be considered. Recall that in the linear case the transfer function \(H(s)\) can be viewed as that function that characterizes the response to a linear combination of growing exponentials (59), as shown in (60). For a degree-\(n\) homogeneous system, a transfer function \(H_n(s_1, \ldots, s_m)\) can be viewed as a function that characterizes the response to (59) via the expression

\[
y(t) = \sum_{k_1=1}^{p} \cdots \sum_{k_m=1}^{p} ( \prod_{j=1}^{n} \alpha_{k_j}) H_n(\lambda_{k_1}, \ldots, \lambda_{k_n}) \exp(\sum_{j=1}^{n} \lambda_{k_j} t) \quad (77)
\]

I emphasize that this characterization of the transfer function is appropriate for both symmetric and asymmetric forms of the transfer function, although the special features of (77) in the case of symmetric transfer functions will prove most useful.
2.5 Polynomial and Volterra Systems

The transform representation of stationary polynomial or Volterra systems basically involves the collection of homogeneous subsystem transfer functions. Thus, for example, response calculations are performed by summing the responses of the subsystems as calculated individually by association of variables or from Theorem 2.10. For Volterra systems this summation requires consideration of the convergence properties of an infinite series of time functions. Often, convergence is crucially dependent on properties of the input, for example, bounds on the amplitude of the input signal.

The growing exponential approach to transfer-function determination can be a very convenient tool for stationary polynomial and Volterra systems. To determine the first $N$ symmetric transfer functions, assume that the input signal is a sum of $N$ distinct growing exponentials. Then if the output is a sum of growing exponentials, either by calculation or by assumption, the coefficient of $e^{(\lambda_1 + \cdots + \lambda_n)t}$ is $n! H_{nsym}(\lambda_1, \ldots, \lambda_n)$, $n = 1, 2, \ldots, N$. For interconnections of homogeneous systems, this approach obviates the need to explicitly unravel the various homogeneous subsystems from the structure.

**Example 2.14** A quick trace of the input $\alpha u$ through the system in Figure 2.8 shows that it is polynomial of degree 2. Application of the input signal

$$u(t) = e^{\lambda_1 t} + e^{\lambda_2 t}, \quad \lambda_1, \lambda_2 > 0$$

yields the output signal

$$y(t) = H_1(\lambda_1)H_2(\lambda_1)e^{\lambda_1 t} + H_1(\lambda_2)H_2(\lambda_2)e^{\lambda_2 t} + H_1(\lambda_1)H_3(\lambda_1)e^{2\lambda_1 t}$$

$$+ [H_1(\lambda_1)H_3(\lambda_2) + H_1(\lambda_2)H_3(\lambda_1)]e^{(\lambda_1 + \lambda_2)t} + H_1(\lambda_2)H_3(\lambda_2)e^{2\lambda_2 t}$$

$$+ H_4(\lambda_1)e^{\lambda_1 t} + H_4(\lambda_2)e^{\lambda_2 t}$$

$$= [H_1(\lambda_1)H_2(\lambda_1) + H_4(\lambda_1)]e^{\lambda_1 t} + [H_1(\lambda_1)H_3(\lambda_2) + H_1(\lambda_2)H_3(\lambda_1)]e^{(\lambda_1 + \lambda_2)t} + \cdots$$

Thus, the transfer function of the degree-1 subsystem is

$$H(s_1) = H_1(s_1)H_2(s_1) + H_4(s_1)$$

and the symmetric transfer function of the degree-2 subsystem is

$$H_{2sym}(s_1, s_2) = \frac{1}{2} [H_1(s_1)H_3(s_2) + H_1(s_2)H_3(s_1)]$$

Of course, in this simple case the transfer-function interconnection rules produce the same result more efficiently.
When a linear or nonlinear feedback loop is closed around a homogeneous, polynomial, or Volterra system, the result is a Volterra system, in general. This situation was discussed in Chapter 1 only in terms of a general operator notation, principally because time-domain analysis of the feedback connection is prohibitively complex. Now that transform-domain tools are available, I will illustrate the feedback computations for the three terms for the general feedback system shown in Figure 2.9.

Considerable simplification is achieved if the system is redrawn as in Figure 2.10. This configuration shows that the problem of computing the closed-loop representation can be viewed as two cascade-connection problems, and a feedback connection of the relatively simple form shown in Figure 2.11.

The cascade connections are left to the reader (Problem 2.16), while the feedback connection in Figure 2.11 now will be discussed in detail.

---

*Figure 2.8.* A polynomial system of degree 2.

*Figure 2.9.* A feedback system in operator notation.

*Figure 2.10.* The system in Figure 2.9, redrawn.

*Figure 2.11.* The basic feedback system.
To compute the first three closed-loop symmetric transfer functions, the feedback system in Figure 2.11 is redrawn using transform-domain notation as shown in Figure 2.12. It is assumed that the feedback transfer functions are symmetric, and only the first three are shown, as the higher-degree transfer functions will not enter the calculation.

![Figure 2.12. Symmetric transfer function representations for the basic feedback system.](image)

The procedure for determining the first three symmetric transfer functions is to assume an input of the form

\[ u(t) = e^{\lambda_1 t} + e^{\lambda_2 t} + e^{\lambda_3 t} \]

and a response in terms of the unknown closed-loop symmetric transfer functions of the form

\[ y(t) = F_1(\lambda_1)e^{\lambda_1 t} + F_1(\lambda_2)e^{\lambda_2 t} + F_1(\lambda_3)e^{\lambda_3 t} + 2!F_{2\text{sym}}(\lambda_1, \lambda_2)e^{(\lambda_1 + \lambda_2)t} + \ldots \]

The economy of notation obtained by hiding many terms behind the ellipsis in this expression is required to avoid writer’s cramp. At the same time extreme care is required, for the right answer can be avoided if the economical notation causes contributing terms to be neglected. Notice also that here is where the assumption that the system can be described by a Volterra series expression enters the calculation.

Now the strategy is to trace the signals through the system diagram in Figure 2.11 to through the homogeneous systems in the feedback path involves the previously derived formulas for the response of homogeneous systems to sums of growing exponentials. Of course, the majority of terms in these formulas are discarded because they do not contribute to the end result. Finally, equating coefficients of like exponentials in the two
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output expressions yields a set of equations for the closed-loop symmetric transfer functions. Proceeding in this manner gives

\[ y(t) = e^{\lambda_1 t} + e^{\lambda_2 t} + e^{\lambda_3 t} - H_1(\lambda_1)F_1(\lambda_1)e^{\lambda_1 t} - H_1(\lambda_2)F_1(\lambda_2)e^{\lambda_2 t} - H_1(\lambda_3)F_1(\lambda_3)e^{\lambda_3 t} - 2H_1(\lambda_1 + \lambda_2)F_{2\text{sym}}(\lambda_1, \lambda_2)e^{(\lambda_1 + \lambda_2)t} - \ldots \\
- 6H_1(\lambda_1 + \lambda_2 + \lambda_3)F_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3)e^{(\lambda_1 + \lambda_2 + \lambda_3)t} - \ldots \\
- 2H_{2\text{sym}}(\lambda_1, \lambda_2)F_1(\lambda_1)F_1(\lambda_2)e^{(\lambda_1 + \lambda_2)t} - \ldots \\
- 4[F_1(\lambda_1)F_{2\text{sym}}(\lambda_2, \lambda_3)H_{2\text{sym}}(\lambda_1, \lambda_2 + \lambda_3) + F_1(\lambda_2)F_{2\text{sym}}(\lambda_1, \lambda_3)]H_{2\text{sym}}(\lambda_2, \lambda_1 + \lambda_3) + F_1(\lambda_3)F_2(\lambda_1, \lambda_2)H_{2\text{sym}}(\lambda_3, \lambda_1 + \lambda_2)e^{(\lambda_1 + \lambda_2 + \lambda_3)t} \\
- 6F_1(\lambda_1)F_1(\lambda_2)F_1(\lambda_3)H_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3)e^{(\lambda_1 + \lambda_2 + \lambda_3)t} + \ldots \]

Equating the coefficients of \( e^{\lambda_1 t} \) in the two expressions for \( y(t) \) gives

\[ F_1(\lambda_1) = 1 - H_1(\lambda_1)F_1(\lambda_1) \]

Solving yields the degree-1 closed-loop transfer function

\[ F_1(s) = \frac{1}{1 + H_1(s)} \]

Equating coefficients of \( e^{(\lambda_1 + \lambda_2)t} \) gives the equation

\[ 2F_{2\text{sym}}(\lambda_1, \lambda_2) = -2H_1(\lambda_1 + \lambda_2)F_{2\text{sym}}(\lambda_1, \lambda_2) - 2H_{2\text{sym}}(\lambda_1, \lambda_2)F_1(\lambda_1)F_1(\lambda_2) \]

the solution of which gives

\[ F_{2\text{sym}}(s_1, s_2) = \frac{-H_{2\text{sym}}(s_1, s_2)}{[1 + H_1(s_1 + s_2)][1 + H_1(s_1)][1 + H_1(s_2)]} \]

Equating coefficients of \( e^{(\lambda_1 + \lambda_2 + \lambda_3)t} \) gives

\[ 6F_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3) = -6H_1(\lambda_1 + \lambda_2 + \lambda_3)F_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3) - 6H_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3)F_1(\lambda_1)F_1(\lambda_2)F_1(\lambda_3) - 4[F_1(\lambda_1)F_{2\text{sym}}(\lambda_2, \lambda_3)]H_{2\text{sym}}(\lambda_1, \lambda_2 + \lambda_3) + F_1(\lambda_2)F_{2\text{sym}}(\lambda_1, \lambda_3)H_{2\text{sym}}(\lambda_2, \lambda_1 + \lambda_3) + F_1(\lambda_3)F_{2\text{sym}}(\lambda_1, \lambda_2)H_{2\text{sym}}(\lambda_3, \lambda_1 + \lambda_2) \]

Thus,
\[
F_{3\text{sym}}(s_1, s_2, s_3) = \frac{1}{[1 + H_1(s_1 + s_2 + s_3)][1 + H_1(s_1)][1 + H_1(s_2)][1 + H_1(s_3)]} \\
\left[ -H_{3\text{sym}}(s_1, s_2, s_3) + \frac{(2/3)H_{2\text{sym}}(s_1, s_2 + s_3)H_{2\text{sym}}(s_2, s_3)}{1 + H_1(s_2 + s_3)} \right. \\
+ \frac{(2/3)H_{2\text{sym}}(s_2, s_1 + s_3)H_{2\text{sym}}(s_1, s_3)}{1 + H_1(s_1 + s_3)} \\
\left. + \frac{(2/3)H_{2\text{sym}}(s_3, s_1 + s_2)H_{2\text{sym}}(s_1, s_2)}{1 + H_1(s_1 + s_2)} \right]
\]

### 2.6 Remarks and References

**Remark 2.1** An introduction to the multivariable Laplace transform as a mathematical tool can be found in


This is a translation of the original volume in Russian published by Fizmatgiz, in Moscow, in 1958. A very readable treatment of convergence issues, numerous examples, properties, and extensive tables of the 2-variable transform are provided. These go well beyond the introduction in Section 2.1. The multivariable Fourier transform is closely related to the multivariable Laplace transform, and expositions of the Fourier transform that include the multivariable case are much more numerous. For example, see


(The multivariable Fourier transform will be used extensively in chapters 5 and 7.)

**Remark 2.2** The use of the multivariable Laplace transform in system theory, the association operation, and interconnection rules are discussed in


More readily available expositions include


**Remark 2.3** Simple properties of the association operation and a table of associated transforms are given in


General formulas for performing the association operation in a wide class of Laplace transforms (with factored denominators) are derived in


A basic review of the residue calculations that I have used several times to evaluate complex convolution integrals can be found in


The proof of Theorem 2.10 touches upon some relatively subtle issues in the residue method. In particular, the need for the factored form for the denominator of the regular transfer function can be appreciated more fully by analyzing the residue calculation in detail for the example

\[ H_{reg}(s_1, s_2) = \frac{1}{s_1 s_2 + 1} \]

**Remark 2.4** Many authors have discussed the properties of the response of a homogeneous system to sums of exponentials. Usually the exponents are considered to be purely imaginary so there are close ties to the frequency response of the system - a topic to be considered in Chapter 5. However, the growing exponential viewpoint adopted in Section 2.4 seems to lead more economically to a characterization of the symmetric transfer function. A more general version of Example 2.13 is considered in


In particular, it is shown that the response to two growing exponentials suffices to
characterize homogeneous systems that are cascades of power nonlinearities and linear systems.

**Remark 2.5** The regular transfer function representation, its relationship to the triangular and symmetric transfer functions, and the input/output formula in Theorem 2.10 were introduced in


**Remark 2.6** Further discussion of the transform-domain analysis of the feedback connection for nonlinear systems can be found in the report by George cited in Remark 2.1. See also


and


Recurrence relations for the closed-loop symmetric transfer function of certain feedback systems are derived in


**Remark 2.7** The suggested factoring procedure for symmetric polynomials of the form $P_1(s_1) \cdots P_1(s_n)P_2(s_1 + \cdots + s_n)$ is discussed in


The factoring procedure I have outlined for more general symmetric polynomials was suggested by E. G. Gilbert.

**2.7 Problems**

2.1. Compute the Laplace transforms of
\[ f(t_1, t_2) = \delta_0(t_1)\delta_0(t_2) \]

\[ f(t_1, t_2) = \delta_0(t_1)\delta_0(t_1-t_2) \]

2.2. Compute the Laplace transforms of the symmetric functions

\[ f(t_1, t_2) = \frac{1}{2}t_1 + \frac{1}{2}t_2 - \frac{1}{2}t_1e^{-t_2} - \frac{1}{2}t_2e^{-t_1}, \quad t_1, t_2 \geq 0 \]

\[ g(t_1, t_2) = \begin{cases} t_1 - t_1e^{-t_2}, & t_1 \geq t_2 \geq 0 \\ t_2 - t_2e^{-t_1}, & t_2 > t_1 > 0 \end{cases} \]

2.3. Find convergence regions for the Laplace transforms of the one-sided functions

\[ f(t_1, t_2) = e^{\min[t_1, t_2]}, \quad f(t_1, t_2) = \begin{cases} e^{t_2}, & t_1 \geq t_2 \geq 0 \\ 0, & otherwise \end{cases} \]

2.4. Find the inverse Laplace transform of

\[ F(s_1, s_2) = \frac{1}{(s_1+1)(s_2+1)(s_1+s_2+2)} \]

using the line integration formula. Then check your answer using the cascade formula and cleverness.

2.5. Prove Theorem 2.3.

2.6. Prove Theorem 2.4.

2.7. Prove Theorem 2.5.

2.8. Show that if

\[ L[f(t_1, \ldots, t_n)] = F(s_1, \ldots, s_n) \]

then

\[ L[e^{-a_1t_1-\cdots-a_nt_n}f(t_1, \ldots, t_n)] = F(s_1+a_1, \ldots, s_n+a_n) \]

2.9. State and prove a final-value theorem for multivariable Laplace transforms.

2.10. Suppose \( L[f(t)] = F(s) \). Find a formula for the 2-variable Laplace transforms \( L(f(\min[t_1, t_2])) \) and \( L(f(\max[t_1, t_2])) \).
2.11. If \( L[f(t)] = F(s) \), find the 2-variable transform \( L[f(t_1 + t_2)] \).

2.12. Show that the association formulas (34) and (35) are equivalent.

2.13. Compute a transfer function for the cascade connection shown below.

\[
\begin{array}{c}
\text{u} \\
\downarrow
\end{array} \quad \begin{array}{c}
\text{e}^{-t_1-t_2} \\
\downarrow
\end{array} \quad \begin{array}{c}
\delta(t) \\
\downarrow
\end{array} \quad \begin{array}{c}
\text{y} \\
\end{array}
\]

2.14. Verify the symmetric transfer function given in Example 2.9 by computing the Laplace transform of the symmetric kernel given in Problem 1.7.

2.15. Using the kernels found in Example 1.4, compute the symmetric transfer functions for the integral-square and square-integral computers. Then calculate these transfer functions using the interconnection rules in Section 2.2.

2.16. Consider the system \( y(t) = h(u(t)) \), where \( h(u) \) is an analytic function given by

\[
h(u) = \sum_{j=0}^{\infty} h_j u^j
\]

Show that the degree-\( n \) symmetric transfer function for the system is given by

\[
H_{n\text{sym}}(s_1, \ldots, s_n) = h_n, \quad n = 1, 2, \ldots
\]

2.17. Find transfer functions through degree 3 for the polynomial system shown below.

2.18. Compute the symmetric transfer function for the system shown below.
2.19. Show that the two systems below have identical responses to all single growing exponentials. Is this so for double growing exponential inputs?

\[ \frac{K}{s + b} \rightarrow (s)^2 \rightarrow 4K^2 \frac{1}{s^2 + 4bs + 4b^2} \]

2.20. If

\[ F(s_1, s_2) = \frac{1}{(s_1 + s_2)^2 + 2(s_1 + s_2) + 3} \]

compute \( F(s) = A_2[F(s_1, s_2)] \). (Be careful!) Can you compute the association for \( F(s_1, s_2)/s_1s_2 \)?

2.21. Consider the system described by

\[ y(t) = u(t) + \varepsilon[u(t)]^2 \ddot{u}(t) \]

where the dot notation is used for differentiation. Show that the first three symmetric transfer functions for this system are

\[ H_1(s) = 1, \quad H_2(s_1, s_2) = 0, \quad H_3(s_1, s_2, s_3) = 2\varepsilon s_1 s_2 s_3 (s_1 + s_2 + s_3) \]

2.22. Show that

\[ L[\delta_{-1}(t_1-t_2) \delta_{-1}(t_2-t_3) \cdots \delta_{-1}(t_{n-1}-t_n)] = \frac{1}{s_1(s_1 + s_2) \cdots (s_1 + s_2 + \cdots + s_n)} \]

2.23. Given a polynomial \( P(s_1, \ldots, s_n) \), devise a simple test to determine if it can be written as a product of single-variable polynomials

\[ P(s_1, \ldots, s_n) = P_1(s_1) \cdots P_n(s_n) \]

How would you determine the \( P_j(s_j) \)'s?

2.24. For the feedback system shown below, show that the first three closed-loop symmetric transfer functions are
\[ F_1(s) = G(s) \]

\[ F_{2\text{sym}}(s_1, s_2) = -h_2 G(s_1) G(s_2) G(s_1 + s_2) \]

\[ F_{3\text{sym}}(s_1, s_2, s_3) = \left[ \frac{2h_3^2}{3} \right] \left[ G(s_1 + s_2) + G(s_1 + s_3) + G(s_2 + s_3) \right] - h_3 \]

\[ G(s_1) G(s_2) G(s_3) G(s_1 + s_2 + s_3) \]

2.25. For the feedback system shown below, find the first three closed-loop transfer functions.
Table 2.1
Simple 2-Variable Associated Transforms

\[
A_2 \left[ \frac{K}{(s_1+a)(s_1+b)} \right] = \frac{K}{s+a+b} \\
A_2 \left[ \frac{K}{(s_1+a)(s_1+b)(s_2+a)(s_2+b)} \right] = \frac{2K}{(s+2a)(s+2b)(s+a+b)} \\
A_2 \left[ \frac{K}{(s_1+a)(s_1+b)(s_2+a)(s_2+b)(s_1+s_2)^2+d(s_1+s_2)+e} \right] = \frac{K}{(cs^2+ds+e)(s+a+b)(s+2a)(s+2b)} \\
A_2 \left[ \frac{K}{(s_1+a)(s_1+b)(s_2+a)(s_2+b)(s_1+c)(s_2+c)} \right] = \frac{(c-a)^2}{(b-a)^2} \left[ \frac{1}{s+2a} + \frac{3}{s+a+2b} - \frac{1}{s+3a} \right] \\
A_2 \left[ \frac{K}{(s_1+a)(s_1+b)(s_2+a)(s_2+b)(s_3+a)(s_3+b)} \right] = \frac{(a-c)^3}{(s+3a)} - \frac{3(a-c)^2(b-c)}{s+2a+b} + \frac{3(a-c)(b-c)^2}{s+a+2b} - \frac{(c-b)^3}{s+3b} \\
\]

Table 2.2
Simple 3-Variable Associated Transforms

\[
A_3 \left[ \frac{K}{(s_1+a)(s_2+b)(s_3+c)} \right] = \frac{K}{s+a+b+c} \\
A_3 \left[ \frac{K}{(s_1+a)(s_2+b)(s_3+c)(s_1+s_2)} \right] = \frac{K}{(a-b)^3} \left[ \frac{1}{s+3b} + \frac{3}{s+2a+b} + \frac{3}{s+a+2b} - \frac{1}{s+3a} \right] \\
A_3 \left[ \frac{K}{(s_1+a)(s_2+b)(s_3+a)(s_3+c)(s_3+b)} \right] = \frac{(a-c)^3}{(s+3a)} - \frac{3(a-c)^2(b-c)}{s+2a+b} + \frac{3(a-c)(b-c)^2}{s+a+2b} - \frac{(c-b)^3}{s+3b} \\
A_3 \left[ \frac{K}{(s_1+a)^2(s_2+a)^2(s_3+a)^2} \right] = \frac{6K}{(s+a)^5} 
\]
Systems often are described in terms of a vector, first-order differential equation called the \textit{state equation}. When the input/output behavior of a system described in this way is of interest, a representation for the solution of the state equation is needed. In this chapter, several procedures for determining the kernels or transfer functions in a Volterra/Wiener representation corresponding to a given state equation will be discussed. In general, an infinite Volterra series is required, and this raises again the issue of convergence. Although general convergence results will be mentioned, most of the discussion will be phrased in terms of finding degree-$N$ polynomial-system truncations of the full Volterra system. (A proof of one general convergence result is given in Appendix 3.1.)

A major difficulty in dealing with nonlinear differential equations is that existence and/or uniqueness of solutions, even in a local sense, cannot be taken for granted. The nasty things that sometimes occur can be demonstrated with very simple, innocent-looking examples, and I presume the reader is well aware of the situation. To avoid all this, it will be assumed that the differential equations under study all have unique solutions on the time interval of interest, regardless of the particular initial state or (nominally assumed to be piecewise-continuous) input signal. This means that well known conditions on the growth and smoothness properties of the nonlinear functions in a given differential equation should be checked before methods based on the Volterra/Wiener representation are used. In fact, they should be checked before any methods are used.

Much of the development in the following pages is in terms of differential equations with time-variable parameters, that is, the nonstationary case. The reader uninterested in this case can specialize the development readily. Indeed, not much more is required than to drop arguments in the right places and replace $\Phi(t, \tau)$ by $e^{A(t-\tau)}$. 
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3.1 Introduction

To ease into the subject, I begin with a review of one technique for determining an input/output representation corresponding to the linear state equation

\[
\dot{x}(t) = A(t)x(t) + b(t)u(t), \quad t \geq 0
\]

\[
y(t) = c(t)x(t), \quad x(0) = x_0
\]

In this expression \(x(t)\) is the \(n\)-dimensional state vector, \(u(t)\) is the scalar input, and \(y(t)\) is the scalar output. Typical assumptions would be that on some finite time interval \([0, T]\), \(A(t), b(t),\) and \(c(t)\) are continuous, and the input signal is bounded and piecewise continuous. Such assumptions are sufficient to guarantee the existence of a unique solution of (1) for all \(t \in [0, T]\). This standard result usually is derived from successive approximations, though that will not be demonstrated here. My principal interest is to get the form of the solution to (1) in a suggestive way with respect to an approach to nonlinear state equations.

First consider the solution of (1) with \(u(t) = 0\) for all \(t \geq 0\). In that case, both sides of the differential equation can be integrated to obtain

\[
x(t) = x_0 + \int_0^t A(\sigma_1)x(\sigma_1)\,d\sigma_1
\]

Based upon this expression, repeated substitutions can be performed. More specifically, write

\[
x(\sigma_1) = x_0 + \int_0^{\sigma_1} A(\sigma_2)x(\sigma_2)\,d\sigma_2
\]

and substitute into (2) to obtain

\[
x(t) = x_0 + \int_0^t A(\sigma_1)d\sigma_1x_0 + \int_0^t A(\sigma_1)\int_0^{\sigma_1} A(\sigma_2)x(\sigma_2)\,d\sigma_2d\sigma_1
\]

Continuing by substituting for \(x(\sigma_2)\) in (4) using an expression of the form (3), gives

\[
x(t) = [I + \int_0^t A(\sigma_1)\,d\sigma_1 + \int_0^t A(\sigma_1)\int_0^{\sigma_1} A(\sigma_2)\,d\sigma_2d\sigma_1]x_0
\]

\[
+ \int_0^t A(\sigma_1)\int_0^{\sigma_1} A(\sigma_2)\int_0^{\sigma_2} A(\sigma_3)x(\sigma_3)\,d\sigma_3d\sigma_2d\sigma_1
\]

Repeating this process indefinitely, and showing that the last term approaches 0 (in norm) in a uniform way, gives a solution in the form

\[
x(t) = \Phi(t, 0)x_0
\]
where the \textit{transition matrix} \( \Phi(t, \tau) \) is defined on any finite square \([0, T] \times [0, T] \) by the uniformly convergent series

\[
\Phi(t, \tau) = I + \int_{\tau}^{t} A(\sigma_1) d\sigma_1 + \int_{\tau}^{t} \int_{\tau}^{\sigma_1} A(\sigma_2) d\sigma_2 d\sigma_1 \\
+ \cdots + \int_{\tau}^{t} A(\sigma_1) \int_{\tau}^{t} A(\sigma_2) \cdots \int_{\tau}^{\sigma_{k-1}} A(\sigma_k) d\sigma_k \cdots d\sigma_1 + \cdots \tag{6}
\]

known as the \textit{Peano-Baker} series.

An important property of the transition matrix that will be used in the sequel without benefit of derivation is the multiplication formula

\[
\Phi(t, \sigma) \Phi(\sigma, \tau) = \Phi(t, \tau) \tag{7}
\]

This formula in conjunction with the fact that \( \Phi(t, \tau) \) is invertible at each \( t \) and \( \tau \) gives \( \Phi^{-1}(t, \tau) = \Phi(\tau, t) \). Finally, when \( A(t) \) is actually a constant matrix \( A \), it is not difficult to show that \( \Phi(t, \tau) \) is precisely the matrix exponential \( e^{A(t-\tau)} \).

The solution of (1) for zero input can be used to obtain a representation for the solution of (1) with an arbitrary input signal \( u(t) \). Since \( \Phi(t, \tau) \) is invertible for all \( t \) and \( \tau \), change variables to \( z(t) = \Phi^{-1}(t, 0)x(t) \) and rewrite (1) as

\[
\dot{z}(t) = \hat{b}(t)u(t), \quad t \geq 0 \\
y(t) = \hat{c}(t)z(t), \quad z(0) = x_0 \tag{8}
\]

where

\[
\hat{b}(t) = \Phi^{-1}(t, 0)b(t) \\
\hat{c}(t) = c(t)\Phi(t, 0) \tag{9}
\]

In the state equation (8), there is no term of the form \( A(t)z(t) \), which was the objective of the variable change. Integrating both sides of the differential equation in (8) gives

\[
z(t) = x_0 + \int_{0}^{t} \hat{b}(\sigma)u(\sigma) d\sigma \tag{10}
\]

which becomes, in terms of the original variables,

\[
x(t) = \Phi(t, 0)x_0 + \int_{0}^{t} \Phi(t, \sigma)b(\sigma)u(\sigma) d\sigma \tag{11}
\]

Thus,
\[ y(t) = c(t)\Phi(t, 0)x_0 + \int_0^t c(t)\Phi(t, \sigma)b(\sigma)u(\sigma)\, d\sigma \]  \hspace{1cm} (12)

For the case where \( x_0 = 0 \), the degree-1 homogeneous input/output representation

\[ y(t) = \int_0^t h(t, \sigma)u(\sigma)\, d\sigma \]  \hspace{1cm} (13)

with kernel

\[ h(t, \sigma) = c(t)\Phi(t, \sigma)b(\sigma) \]  \hspace{1cm} (14)

has been obtained. Furthermore, if \( A(t) \), \( b(t) \), and \( c(t) \) actually are constant matrices, then \( \Phi(t, \sigma) = e^A(t-\sigma) \), and (13) becomes a convolution integral with

\[ h(t, \sigma) = h(t-\sigma) = ce^{A(t-\sigma)}b \]  \hspace{1cm} (15)

I will commence consideration of the nonlinear case by taking this same resubstitution approach to bilinear state equations. This starting point is appropriate in part because the class of bilinear state equations was the first wide class of nonlinear equations for which a general form for the kernels was obtained - and in part because the general form is such a splendid example of mathematical pulchritude. Moreover, it will become clear in later sections that the treatment of the bilinear case is a precursor to more general developments.

A bilinear state equation is a vector differential equation of the form

\[ \dot{x}(t) = A(t)x(t) + D(t)x(t)u(t) + b(t)u(t) \]

\[ y(t) = c(t)x(t) \quad t \geq 0, \quad x(0) = x_0 \]  \hspace{1cm} (16)

where, as before, \( x(t) \) is \( n \times 1 \), while \( u(t) \) and \( y(t) \) are scalars. Typical assumptions for (16) are the same as in the linear case. In Problem 3.9, the reader is invited to mimic a standard successive approximation proof to show that these assumptions guarantee existence of a unique solution on any finite time interval.

Using the variable change \( z(t) = \Phi^{-1}(t, 0)x(t) \), where \( \Phi(t, \tau) \) is the transition matrix corresponding to \( A(t) \), yields a simplified form of (16):

\[ \dot{z}(t) = \hat{D}(t)z(t)u(t) + \hat{b}(t)u(t) \]

\[ y(t) = \hat{c}(t)z(t) \quad t \geq 0, \quad z(0) = z_0 \]  \hspace{1cm} (17)

where
\[ \hat{b}(t) = \Phi^{-1}(t,0)b(t) \]
\[ \hat{D}(t) = \Phi^{-1}(t,0)D(t)\Phi(t,0) \]
\[ \hat{c}(t) = c(t)\Phi(t,0) \] (18)

Just as in the linear case, the technique to find the form of the input/output representation is to integrate both sides of the differential equation in (17), and then resubstitute for \( z(t) \). The first step of the procedure gives

\[ z(t) = z_0 + \int_0^t \hat{D}(\sigma_1)z(\sigma_1)u(\sigma_1) \, d\sigma_1 + \int_0^t \hat{b}(\sigma_1)u(\sigma_1) \, d\sigma_1 \] (19)

Substituting for \( z(\sigma_1) \) using an expression of this same form,

\[ z(t) = z_0 + \int_0^t \hat{D}(\sigma_1)z(\sigma_1)u(\sigma_1) \, d\sigma_1 \\
+ \int_0^{\sigma_1} \int_0^t \hat{D}(\sigma_1)\hat{D}(\sigma_2)z(\sigma_2)u(\sigma_2)u(\sigma_1) \, d\sigma_2 \, d\sigma_1 \\
+ \int_0^{\sigma_1} \int_0^t \hat{D}(\sigma_1)\hat{b}(\sigma_2)u(\sigma_2)u(\sigma_1) \, d\sigma_2 \, d\sigma_1 + \int_0^t \hat{b}(\sigma_1)u(\sigma_1) \, d\sigma_1 \] (20)

Substituting for \( z(\sigma_2) \) in (20) using an expression of the form (19), and continuing in this manner yields, after \( N-1 \) steps,

\[ z(t) = z_0 + \sum_{k=1}^N \int_0^{\sigma_1} \cdots \int_0^{\sigma_{k-1}} \hat{D}(\sigma_1) \cdots \hat{D}(\sigma_k)z_0u(\sigma_1) \cdots u(\sigma_k) \, d\sigma_k \cdots d\sigma_1 \\
+ \sum_{k=1}^N \int_0^{\sigma_1} \cdots \int_0^{\sigma_{k-1}} \hat{D}(\sigma_1) \cdots \hat{D}(\sigma_{k-1})\hat{b}(\sigma_k)u(\sigma_1) \cdots u(\sigma_k) \, d\sigma_k \cdots d\sigma_1 \\
+ \int_0^{\sigma_1} \cdots \int_0^{\sigma_{N-1}} \hat{D}(\sigma_1) \cdots \hat{D}(\sigma_N)z_0(\sigma_1) \cdots u(\sigma_N) \, d\sigma_N \cdots d\sigma_1 \] (21)

Actually the notation in (21) is rather poor for the \( k = 1 \) terms in the summations. A clearer expression would be
which also converges uniformly on any 
finite time interval. 

Equation (21) is in many ways analogous to (5) in the linear case, and it can be 
shown that the last term in (21) approaches 0 in a uniform way on any finite time interval. 
Therefore on any finite time interval the solution of the bilinear state equation can be 
represented by the uniformly convergent (vector) Volterra series:

\[
\begin{align*}
z(t) &= z_0 + \int_0^t \hat{D}(\sigma_1)z_0 u(\sigma_1) d\sigma_1 \\
& + \sum_{k=2}^N \int_0^{\sigma_1} \cdots \int_0^{\sigma_{k-1}} \hat{D}(\sigma_1) \cdots \hat{D}(\sigma_k) z_0 u(\sigma_1) \cdots u(\sigma_k) d\sigma_k \cdots d\sigma_1 \\
& + \int_0^t \hat{b}(\sigma_1) u(\sigma_1) d\sigma_1 \\
& + \sum_{k=2}^N \int_0^{\sigma_1} \cdots \int_0^{\sigma_{k-1}} \hat{D}(\sigma_1) \cdots \hat{D}(\sigma_{k-1}) \hat{b}(\sigma_k) u(\sigma_1) \cdots u(\sigma_k) d\sigma_k \cdots d\sigma_1 \\
& + \int_0^t \cdots \int_0^{\sigma_{k-1}} \hat{D}(\sigma_1) \cdots \hat{D}(\sigma_N) z(\sigma_1) u(\sigma_1) \cdots u(\sigma_N) d\sigma_N \cdots d\sigma_1
\end{align*}
\]

However, for reasons of economy I will continue to use the collapsed version in (21). 

(Problems 3.12 and 3.13 show cleverly the convergence property of (22).) 

Incorporating the output equation and changing back to the original variables gives 
the Volterra system representation

\[
\begin{align*}
y(t) &= c(t) \Phi(t, 0)x_0 + \sum_{k=1}^N \int_0^{\sigma_1} \cdots \int_0^{\sigma_{k-1}} c(t) \Phi(t, \sigma_1) D(\sigma_1) \Phi(\sigma_1, \sigma_2) D(\sigma_2) \\
& \quad \cdots D(\sigma_k) \Phi(\sigma_k, 0)x_0 u(\sigma_1) \cdots u(\sigma_k) d\sigma_k \cdots d\sigma_1 \\
& + \sum_{k=1}^N \int_0^{\sigma_1} \cdots \int_0^{\sigma_{k-1}} c(t) \Phi(t, \sigma_1) D(\sigma_1) \Phi(\sigma_1, \sigma_2) D(\sigma_2) \\
& \quad \cdots D(\sigma_{k-1}) \Phi(\sigma_{k-1}, \sigma_k) b(\sigma_k) u(\sigma_1) \cdots u(\sigma_k) d\sigma_k \cdots d\sigma_1
\end{align*}
\]

which also converges uniformly on any finite time interval.
There are three kinds of terms in (23): those that depend on the initial state alone, those that depend on the input alone, and those that depend on both. That is, unlike the linear case, the response is not simply the sum of the forced and unforced responses. If \( u(t) = 0 \) for all \( t \geq 0 \), the bilinear state equation looks like a linear state equation, and the response has the corresponding familiar form. If \( x_0 = 0 \), the input/output behavior is described by a reasonably simple Volterra system. Finally, if \( x_0 \neq 0 \) is fixed, the input/output behavior is again described by a Volterra system, but the kernels depend on the specific value of \( x_0 \).

It should not be too surprising that the input/output behavior of a nonlinear system depends in a somewhat complicated way on the initial state of the system. With fixed initial state, (23) is a Volterra system representation with a degree-0 term that is a specified time function, and with the kernels of the higher-degree terms completely specified. However, it usually is most convenient to introduce a variable change in the bilinear state equation to allow the choice of zero initial state in the new variables. This will be discussed more generally in due course, but for now simple examples will show how variable-change ideas can be implemented.

**Example 3.1** The direct method for generating frequency modulated (FM) signals is to use a voltage controlled oscillator. That is, the frequency of a harmonic oscillator is changed in accordance with a message signal \( u(t) \). The basic differential equation model is

\[
\ddot{y}(t) + (\omega^2 + u(t))y(t) = 0, \quad t \geq 0, \quad y(0) = 0, \quad \dot{y}(0) = 1
\]

where \( y(t) \) is the generated FM signal. This model can be written in the state equation form by setting

\[
z(t) = \begin{bmatrix} y(t) \\ \dot{y}(t) \end{bmatrix}
\]

to obtain

\[
\dot{z}(t) = \begin{bmatrix} 0 & 1 \\ -\omega^2 & 0 \end{bmatrix} z(t) + \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix} z(t)u(t)
\]

\[
y(t) = \begin{bmatrix} 1 & 0 \end{bmatrix} z(t), \quad z(0) = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

Now introduce a new state equation description for which the initial state is 0 by subtracting the zero input response. For \( u(t) = 0 \),
\[
\begin{align*}
\begin{bmatrix} \cos(\omega t) & \frac{1}{\omega} \sin(\omega t) \\ -\omega \sin(\omega t) & \cos(\omega t) \end{bmatrix} & \begin{bmatrix} 0 \\ 1 \end{bmatrix} \\
= & \begin{bmatrix} \frac{1}{\omega} \sin(\omega t) \\ \cos(\omega t) \end{bmatrix}
\end{align*}
\]

so let
\[
x(t) = z(t) - \begin{bmatrix} \frac{1}{\omega} \sin(\omega t) \\ \cos(\omega t) \end{bmatrix}
\]

Writing the differential equation in terms of \(x(t)\) gives
\[
\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ -\omega^2 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0 & 0 \\ -\frac{1}{\omega} \sin(\omega t) \end{bmatrix} u(t)
\]

\[
y(t) = \begin{bmatrix} 1 & 0 \end{bmatrix} x(t) + \frac{1}{\omega} \sin(\omega t), \quad x(0) = 0
\]

Applying the result in (23) to this bilinear state equation yields
\[
y(t) = \frac{1}{\omega} \sin(\omega t) + \int_{\sigma_1}^{t} h(t, \sigma_1) u(\sigma_1) d\sigma_1 \\
+ \int_{\sigma_1}^{0} \int_{\sigma_2}^{0} h(t, \sigma_1, \sigma_2) u(\sigma_1) u(\sigma_2) d\sigma_2 d\sigma_1 + \cdots
\]

where the first two triangular kernels are
\[
h(t, \sigma_1) = -\frac{1}{\omega^2} \sin[\omega(t-\sigma_1)] \sin(\omega \sigma_1) \delta_{\sigma_1}(t-\sigma_1)
\]

\[
h(t, \sigma_1, \sigma_2) = \frac{1}{\omega^3} \sin[\omega(t-\sigma_1)] \sin(\omega (\sigma_1-\sigma_2)) \sin(\omega \sigma_2) \delta_{\sigma_1}(t-\sigma_1) \delta_{\sigma_2}(\sigma_1-\sigma_2)
\]

\textbf{Example 3.2} As another illustration of the formulation of bilinear state equation models and the calculation of kernels, consider the ideal, separately excited, direct-current motor diagramed in Figure 3.1.
Figure 3.1. An ideal DC motor.

The differential equation description of the field circuit is

\[
\frac{d}{dt} i_f(t) = -\frac{R_f}{L_f} i_f(t) + \frac{1}{L_f} v_f(t)
\]

The basic characteristics of the armature circuit require further explanation. The so-called generated voltage \( e_a(t) \) is proportional to the product of the field current and the motor speed:

\[
e_a(t) = K_i f(t) \omega(t)
\]

The magnetic torque generated by the motor is similarly proportional to the product of the field and armature currents:

\[
T(t) = K_i f(t) i_a(t)
\]

Thus, the armature circuit is described by

\[
\frac{d}{dt} i_a(t) = -\frac{R_a}{L_a} i_a(t) - \frac{K}{L_a} i_f(t) \omega(t) + \frac{1}{L_a} v_a(t)
\]

and the mechanical load system is described by

\[
\frac{d}{dt} \omega(t) = \frac{K}{J} i_f(t) i_a(t) - \frac{1}{J} T_L
\]

where \( T_L \) is the mechanical load torque, and \( J \) is the moment of inertia.

A simple method for speed control in a DC motor is to keep the armature voltage constant, \( v_a(t) = V_a \), and control the field current \( i_f(t) \) by means of a variable resistor in the field circuit. To represent this scheme in a particular case, suppose the motor load acts as a damping device. That is, suppose \( T_L = B\omega(t) \), where \( B \) is the viscous damping coefficient. (For example, the motor might be stirring a fluid.) Then with the input \( u(t) = i_f(t) \), output \( y(t) = \omega(t) \), and state vector

\[
x(t) = \begin{bmatrix} i_a(t) \\ \omega(t) \end{bmatrix}
\]

the system is described by
\[ \dot{x}(t) = \begin{bmatrix} -\frac{R_a}{L_a} & 0 \\ 0 & -\frac{B}{J} \end{bmatrix} x(t) + \begin{bmatrix} 0 & -\frac{K}{L_a} \\ \frac{K}{J} & 0 \end{bmatrix} x(t)u(t) + \begin{bmatrix} \frac{V_a}{L_a} \\ 0 \end{bmatrix} \]

\[ y(t) = [0 \quad 1] x(t), \quad x(0) = \begin{bmatrix} i_a(0) \\ \omega(0) \end{bmatrix} \]

This bilinear state equation is not quite in the form of (16) because of the constant term on the right side. To remove this term, let \( x_c(t) \) be the solution of the differential equation with \( x(0) = 0 \) and \( u(t) = 0 \). Then it is readily verified that

\[ x_c(t) = \begin{bmatrix} \frac{V_a}{R_a} \left( 1 - e^{-\frac{R_a}{L_a}t} \right) \\ 0 \end{bmatrix} \]

Now let \( z(t) = x(t) - x_c(t) \), and compute a differential equation for \( z(t) \):

\[ \dot{z}(t) = \dot{x}(t) - \dot{x}_c(t) \]

\[ = \begin{bmatrix} -\frac{R_a}{L_a} & 0 \\ 0 & -\frac{B}{J} \end{bmatrix} z(t) + \begin{bmatrix} 0 & -\frac{K}{L_a} \\ \frac{K}{J} & 0 \end{bmatrix} z(t)u(t) \]

\[ + \begin{bmatrix} 0 \\ (KV_a/JR_a) \left( 1 - e^{-\left(\frac{R_a}{L_a}t\right)} \right) \end{bmatrix} u(t) \]

\[ y(t) = [0 \quad 1] z(t), \quad z(0) = \begin{bmatrix} i_a(0) \\ \omega(0) \end{bmatrix} \]

This is a bilinear state equation description in the standard form (16), and the calculation of the solution via (23) is straightforward. For example, if the initial conditions are 0, then the first three triangular kernels are
\[ h_1(t, \sigma_1) = \frac{KV}{JR} e^{-\frac{B}{J} (t - \sigma_1)} \left( 1 - e^{-\frac{R_a}{L_a} \sigma_1} \right) \delta(t - \sigma_1) \]

\[ h_2(t, \sigma_1, \sigma_2) = 0 \]

\[ h_3(t, \sigma_1, \sigma_2, \sigma_3) = -\frac{K^3 V_a}{J^2 L_a R_a} e^{-\frac{B}{J} (t - \sigma_1)} \left( 1 - e^{-\frac{R_a}{L_a} \sigma_1} \right) \delta(t - \sigma_1) \delta(t - \sigma_2) \delta(t - \sigma_3) \]

### 3.2 A Digression on Notation

As more general nonlinear differential equations are considered, notational complexities begin to appear. These have to do with functions of several variables and their power series expansions. The difficulties probably are not unfamiliar, but their resolution here in terms of Kronecker (tensor) products is somewhat uncommon, hence this digression.

For matrices \( A = (a_{ij}) \) and \( B = (b_{ij}) \), of dimension \( n_a \times m_a \) and \( n_b \times m_b \) respectively, the **Kronecker product** is defined by

\[
A \otimes B = \begin{bmatrix}
a_{11} B & \cdots & a_{1 m_a} B \\
\vdots & \ddots & \vdots \\
a_{n_a 1} B & \cdots & a_{n_a m_a} B 
\end{bmatrix}
\]  

(24)

It is clear that \( A \otimes B \) has dimension \( n_a n_b \times m_a m_b \), and that any two matrices are conformable with respect to this product. The Kronecker product is associative so that \( A \otimes B \otimes C \) is written without ambiguity. The following relationships are easily proved, assuming conformability with respect to ordinary matrix addition and multiplication.

\[(A + B) \otimes (C + D) = (A \otimes C) + (A \otimes D) + (B \otimes C) + (B \otimes D) \]  

(25)

\[(AB) \otimes (CD) = (A \otimes C)(B \otimes D) \]  

(26)

In fact, these properties can be written in simpler forms since the Kronecker product is given a higher precedence than matrix addition and multiplication:

\[(A + B) \otimes (C + D) = A \otimes C + A \otimes D + B \otimes C + B \otimes D \]  

(27)

\[(AB) \otimes (CD) = A \otimes C B \otimes D \]  

(28)

Additional properties that are not hard to prove are listed below.

**Property 1** The product \( A \otimes B = 0 \) if and only if \( A = 0 \) or \( B = 0 \).
Property 2 If $A$ and $B$ are invertible, then $A \otimes B$ is invertible and $(A \otimes B)^{-1} = A^{-1} \otimes B^{-1}$.

Property 3 If $\text{rank } A = r_a$ and $\text{rank } B = r_b$, then $\text{rank } A \otimes B = r_ar_b$.

The Kronecker product notation will be used for polynomials or power series in several variables. For example, if $f : \mathbb{R}^n \to \mathbb{R}^m$, then the power-series expansion of $f(x)$ about $x = 0$ is written

$$f(x) = F_0 + F_1 x + F_2 x \otimes x + F_3 x \otimes x \otimes x + \cdots$$

(29)

where each $F_i$ is a coefficient matrix of appropriate dimension, to be specific, $m \times n^i$. Usually I will simplify the notation somewhat by setting $x^{(i)} = x \otimes \cdots \otimes x$ ($i$ terms) and writing

$$f(x) = \sum_{i=0}^{\infty} F_i x^{(i)}$$

(30)

Taking a closer look reveals that there are redundancies hidden in this notation. In particular $x^{(i)}$ is an $n^i \times 1$ vector, but only $\begin{pmatrix} n-i-1 \end{pmatrix}$ entries are distinct. For example, writing transposes to save space, if

$$x = \begin{bmatrix} x_1 & x_2 & x_3 \end{bmatrix}$$

(31)

then

$$x^{(2)} = \begin{bmatrix} x_1^2 & x_1x_2 & x_1x_3 & x_2x_1 & x_2^2 & x_2x_3 & x_3x_1 & x_3x_2 & x_3^2 \end{bmatrix}$$

(32)

The redundancy could be eliminated by deleting the repeated entries and using, say, a lexicographic ordering for the rest. Adopting a square-bracket notation for the result, this procedure gives

$$x^{[2]} = \begin{bmatrix} x_1^2 & x_1x_2 & x_1x_3 & x_2^2 & x_2x_3 & x_3^2 \end{bmatrix}$$

(33)

For many purposes, this reduced Kronecker product is preferable because the dimensions are smaller. However, some explicitness is sacrificed for the economy of dimension when general calculations are performed. For example, suppose $A$ is $n \times n$ and $y = Ax$. Then

$$y^{(2)} = y \otimes y = (Ax) \otimes (Ax)$$

$$= A \otimes A \ x \otimes x$$

$$= A^{(2)} x^{(2)}$$

(34)

While it is apparent that there exists a (smaller dimension) matrix $A^{[2]}$ such that

$$y^{[2]} = A^{[2]} x^{[2]}$$

(35)
it is difficult to write $A^{[2]}$ in explicit terms of $A$.

As another example, consider the linear differential equation

$$\dot{x}(t) = Ax(t), \quad x(0) = x_0$$

again with $A$ an $n \times n$ matrix. After verifying the product rule

$$\frac{d}{dt} [x^{[2]}(t)] = \dot{x}(t) \otimes x(t) + x(t) \otimes \dot{x}(t)$$

a differential equation for $x^{[2]}(t)$ can be written in the form

$$\frac{d}{dt} x^{[2]}(t) = [A \otimes I_n + I_n \otimes A] x^{[2]}(t), \quad x^{[2]}(0) = x_0^{[2]}$$

where $I_n$ is the $n \times n$ identity. Although it can be shown that $x^{[2]}$ also satisfies a linear differential equation, and one of lower dimension, there is no apparent way to write the coefficient matrix explicitly in terms of $A$. (Incidentally, the notation $x^{[2]}(t)$ is being avoided for good reason. Notice that $(d/dt)[x^{[2]}(t)]$ is much different from $[(d/dt)x(t)]^{[2]}$, and thus the dot notation tends to ambiguity.)

This differential equation example is of interest for more than just notational reasons. What has been shown is that if $x(t)$ satisfies a linear differential equation, then so does $x^{[2]}(t)$. Clearly, this argument can be continued to show that $x^{[k]}(t)$ satisfies a linear differential equation, $k = 3, 4, \ldots$. A very similar observation provides the key for the methods to be discussed in Section 3.3.

The result of these considerations is that I will use the Kronecker product notation for the general developments in this chapter. However, it is clear that the more economical notation can be substituted with a concomitant loss in explicitness. Going further, in simple examples it probably is profitable to abandon both these special notations and work freestyle.

3.3 The Carleman Linearization Approach

The Carleman linearization method for computing kernels will be considered first in the context of state equations of the form

$$\dot{x}(t) = a(x(t), t) + b(x(t), t)u(t), \quad t \geq 0$$

$$y(t) = c(x(t), t), \quad x(0) = x_0$$

where $x(t)$ is the $n \times 1$ state vector and the input $u(t)$ and output $y(t)$ are scalar signals. One reason for starting with this particular form is that the corresponding kernels do not contain impulses. This is a direct result of the fact that the input in (40) appears linearly. Toward the end of the section I will remove this restriction and briefly discuss a more general case.

Another reason for the form in (40) is that the existence of a convergent Volterra system representation can be guaranteed under general hypotheses. Suppose the functions $a(x,t), b(x,t)$, and $c(x,t)$ are analytic in $x$ and continuous in $t$, in which case (40) is called a
linear-analytic state equation. Then various methods can be used to establish the following, somewhat loosely stated, result. (A proof using the techniques discussed in Section 3.4 is given in Appendix 3.1.)

**Theorem 3.1** Suppose a solution to the unforced linear-analytic state equation exists for $t \in [0, T]$. Then there exists an $\varepsilon > 0$ such that for all inputs satisfying $|u(t)| < \varepsilon$ there is a Volterra system representation for the state equation that converges on $[0, T]$.

It is interesting to compare this with the corresponding result for bilinear state equations. For linear-analytic state equations, the existence of a convergent Volterra system representation is guaranteed only for sufficiently small input signals, while for bilinear state equations the input signals need only be bounded.

The first step in actually computing the kernels will be to perform some variable changes to put the state equation into a simpler form. These are not necessary, but they do make the subsequent derivation less fussy. Incidentally, it is not clear that such variable changes are always a great idea. When dealing with particular problems or examples, significant features can be obscured. But I yield to maintaining simplicity of derivations, with the remark that the form of the Volterra system representation can be derived without the variable changes.

The first simplification is that the function $c(x, t)$ in (40) can be taken to be linear in $x$ with little loss of generality. Differentiating the output equation under the assumption that $c(x, t)$ is continuously differentiable in $t$ gives a differential equation for $y(t)$,

$$
\dot{y}(t) = \left[ \frac{\partial}{\partial x} c(x,t) \right] \dot{x}(t) + \frac{\partial}{\partial t} c(x,t)
$$

$$
= \left[ \frac{\partial}{\partial x} c(x,t) \right] [a(x,t) + b(x,t)u(t)] + \frac{\partial}{\partial t} c(x,t)
$$

(41)

with $y(0) = c(x_0, 0)$. Since the right side of (41) has the linear-analytic form, $y(t)$ can be adjoined to the bottom of $x(t)$ to form a new vector $\hat{x}(t)$. Then the state equation can be written in the form

$$
\dot{\hat{x}}(t) = \hat{a}(\hat{x}(t), t) + \hat{b}(\hat{x}(t), t)u(t), \quad \hat{x}(0) = \hat{x}_0
$$

(42)

where $\hat{x}(t)$ is an $(n+1) \times 1$ vector. In this case $\hat{c}(t) = [0 \cdots 0 1]$.

I also will assume that the solution of the differential equation in (42) with $u(t) = 0$ is $\hat{x}(t) = 0$. To show this entails no loss of generality, suppose that the response for $u(t) = 0$ is $x_0(t)$. Then setting $\bar{x}(t) = \hat{x}(t) - x_0(t)$, (42) can be written in the form
\[ \dot{x}(t) = \frac{\dot{x}(t) - x_0(t)}{a(x(t), t) + b(x(t)) + c(t)x_0(t), \ x(0) = 0, t \geq 0} \]

with the appropriate definitions of \( a(x, t) \) and \( b(x, t) \). Thus, simplifying the notation, state equations of the form

\[ \begin{align*}
\dot{x}(t) &= a(x(t), t) + b(x(t))u(t), \ t \geq 0 \\
y(t) &= c(t)x(t) + y_0(t), \ x(0) = 0
\end{align*} \]

will be considered. Here \( x(t) \) is an \( n \times 1 \) state vector, \( u(t) = 0 \) implies \( x(t) = 0 \) and \( y(t) = y_0(t) \), and \( a(0, t) = 0 \) because of the variable change employed.

It should be noted that there is a price to pay for this last variable change. Namely, the unforced solution \( x_0(t) \) must be computed in order to obtain the right side of the simplified differential equation in (43). While this might not be a severe problem when the unforced system is linear in \( x(t) \), clearly the computation of \( x_0(t) \) in a more general situation can be arbitrarily difficult.

The goal now is to determine the terms through degree \( N \) of a polynomial input/output expression for (43). That is, to determine an input/output representation of the form

\[ y(t) = y_0(t) + \sum_{k=1}^{N} \int_{-\infty}^{\infty} h(t, \sigma_1, \ldots, \sigma_k) u(\sigma_1) \cdots u(\sigma_k) \, d\sigma_1 \cdots d\sigma_k \]  \hspace{1cm} (44)

Of course, in general there will be terms of higher degree that have been ignored in (44). Since the state equation (43) can be represented as a convergent Volterra system (under the conditions stated earlier), a polynomial truncation of the series will be an accurate approximation for inputs that are sufficiently small.

Actually, the method to be considered for determining the polynomial system representation generates a polynomial representation for \( x(t) \). That is, a set of vector kernels is determined for an expression of the form

\[ x(t) = \sum_{k=1}^{N} \int_{-\infty}^{\infty} w(t, \sigma_1, \ldots, \sigma_k) u(\sigma_1) \cdots u(\sigma_k) \, d\sigma_1 \cdots d\sigma_k \]

Then, since \( y(t) \) is a linear function of \( x(t) \), the kernels for the input/output representation are readily computed.
The Carleman linearization method begins with the replacement of the right side of the state equation (43) by power series representations. Adopting the Kronecker-product notation, write

\[ a(x, t) = A_1(t)x + A_2(t)x^{(2)} + \cdots + A_N(t)x^{(N)} + \cdots \]

\[ b(x, t) = B_0(t) + B_1(t)x + \cdots + B_{N-1}(t)x^{(N-1)} + \cdots \]  

(45)

where the terms not shown are of higher degree in \( x \) than the terms that are shown. Thus, (43) is written in the form

\[ x(t) = \sum_{k=1}^{N} A_k(t)x^{(k)}(t) + \sum_{k=0}^{N-1} B_k(t)x^{(k)}(t)u(t) + \cdots \]

\[ y(t) = c(t)x(t) + y_0(t), \quad x(0) = 0, \quad t \geq 0 \]  

(46)

where I have explicitly retained terms through degree \( N \) in the expansion of \( a(x, t) \), and terms through degree \( N-1 \) in the expansion of \( b(x, t) \). That higher-degree terms in these expansions will not contribute to the first \( N \) kernels will be seen in due course.

The representation in (46) is an appropriate first step because it can be shown that the output of (46) with the higher-degree terms deleted, call it \( \hat{y}(t) \), for any input \( u(t) \), when compared to the response \( y(t) \) of (43) to this same input, satisfies

\[ |\hat{y}(t) - y(t)| \leq K\beta^{N+1}, \quad t \geq 0 \]  

(47)

where \( K \) is a constant, and

\[ \beta = \max_{t \geq 0} |u(t)| \]

Now consider the responses \( \hat{y}(t) \) and \( y(t) \) for inputs of the form \( \alpha u(t) \), where \( \alpha \) is any real number. In this situation,

\[ |\hat{y}(t) - y(t)| \leq K|\alpha|^{N+1}\beta^{N+1} \]

so that the polynomial representations (truncations) for \( y(t) \) and \( \hat{y}(t) \) must be identical through degree \( N \).

To determine the first \( N \) kernels corresponding to (46), a differential equation is developed for \( x^{(2)}(t) \), dropping from explicit consideration terms of degree greater than \( N \) along the way.
\[
\frac{d}{dt}[x^{(2)}(t)] = \frac{d}{dt}[x^{(1)}(t) \otimes x^{(1)}(t)] = x^{(1)}(t) \otimes x^{(1)}(t) + x^{(1)}(t) \otimes x^{(1)}(t)
\]

\[
= \left[ \sum_{k=1}^{N} A_k(t)x^{(k)}(t) + \sum_{k=0}^{N-1} B_k(t)x^{(k)}(t)u(t) \right] \otimes x^{(1)}(t)
\]

\[
+ x^{(1)}(t) \otimes \left[ \sum_{k=1}^{N} A_k(t)x^{(k)}(t) + \sum_{k=0}^{N-1} B_k(t)x^{(k)}(t)u(t) \right] + \cdots
\]

\[
= \sum_{k=1}^{N-1} [A_k(t) \otimes I_n + I_n \otimes A_k(t)] x^{(k+1)}(t)
\]

\[
+ \sum_{k=0}^{N-2} [B_k(t) \otimes I_n + I_n \otimes B_k(t)] x^{(k+1)}(t)u(t) + \cdots, \quad x^{(2)}(0) = 0 \quad (48)
\]

Thus \(x^{(2)}(t)\) satisfies a differential equation that has the same general form as the differential equation for \(x^{(1)}(t)\) in (46).

Continuing in this fashion yields a differential equation for \(x^{(j)}(t)\) to degree \(N\) of the form

\[
\frac{d}{dt}[x^{(j)}(t)] = \sum_{k=1}^{N-j+1} A_{j,k}(t)x^{(k+j-1)}(t) + \sum_{k=0}^{N-j} B_{j,k}(t)x^{(k+j-1)}(t)u(t) + \cdots,
\]

\[x^{(j)}(0) = 0, \quad j = 1, \ldots, N \quad (49)\]

with the notation defined by \(A_{1,k} = A_k\), and for \(j > 1,\)

\[
A_{j,k}(t) = A_k(t) \otimes I_n \otimes \cdots \otimes I_n + I_n \otimes A_k(t) \otimes I_n \otimes \cdots \otimes I_n
\]

\[
+ \cdots + I_n \otimes \cdots \otimes I_n \otimes A_k(t)
\]

(There are \(j-1\) Kronecker products in each term, and \(j\) terms.) A similar notation is used for \(B_{j,k}(t)\). Now, the crucial observation is that by setting

\[
x^{\otimes}(t) = \begin{bmatrix} x^{(1)}(t) \\ x^{(2)}(t) \\ \vdots \\ x^{(N)}(t) \end{bmatrix}
\]

I can write the collection of differential equations in (49) as the big bilinear state equation (dropping some arguments) plus higher-degree terms:
Upon deleting all the higher-degree terms represented by the ellipses, this state equation is called a truncated Carleman linearization of the linear-analytic state equation in (43). (It might also be appropriate to call (50) a bilinearization of (43).)

It is straightforward in principle to find the degree-$N$ polynomial representation for the input/output behavior of the bilinear state equation (50). Since the input/output behavior of (50) agrees with that of (43) through terms of degree $N$, the polynomial representation of degree $N$ for (50) is precisely the same as that for (43). Note that this approach gives all $N$ kernels in triangular form via (22) from Section 3.1.

Example 3.3 A phase-locked loop for the demodulation of FM signals is diagramed in Figure 3.2. The input is an FM signal

\[ r(t) = \sin(\omega t + \phi_1(t)) \]

where

\[ \phi_1(t) = \int_0^t u(\sigma)d\sigma \]

and $u(t)$ is the message (modulating) signal.
\[ v(t) = 2K \cos [\omega t + \phi_2(t)] \]

where

\[ \phi_2(t) = \int_0^t y(\sigma) d\sigma \]

and \( y(t) \) is the output of the phase-locked loop. The output of the multiplier then consists of two terms: a high-frequency term

\[ K \sin [2\omega t + \phi_1(t) + \phi_2(t)] \]

and a low-frequency term

\[ K \sin [\phi_1(t) - \phi_2(t)] \]

Assuming that the loop filter removes the high-frequency term, the signal \( e(t) \) can be considered to contain only the low-frequency term. That is,

\[ e(t) = K \sin[\phi_1(t) - \phi_2(t)] = K \sin [x(t)] \]

where the phase error signal \( x(t) \) is given by

\[ x(t) = \phi_1(t) - \phi_2(t) = \int_0^t u(\sigma) d\sigma - \int_0^t y(\sigma) d\sigma \]

Then the output of the loop filter, which also is the output of the phase-locked loop, is

\[ y(t) = \int_0^t g(t-\tau)e(\tau) d\tau \]

From these relationships a differential-integral equation that describes the phase error is

\[ \dot{x}(t) = \dot{\phi}_1(t) - \dot{\phi}_2(t) = u(t) - y(t) \]

\[ = u(t) - \int_0^t g(t-\tau)K \sin [x(\tau)] d\tau \]

This equation suggests the model shown in Figure 3.3. When \( x(t) \) is zero the loop is said to be locked, and in this situation \( \phi_1(t) = \phi_2(t) \), or \( y(t) = u(t) \).

![Figure 3.3. A nonlinear model for the phase-locked loop.](image)

The difficulty in analyzing the model depends chiefly on the nature of the loop-filter transfer function \( G(s) \). For simplicity, I will consider only the so-called first-order phase-
locked loop, wherein \( G(s) = 1 \) (or \( g(t) = \delta_0(t) \)). Then the differential equation description for the phase error simplifies to
\[
\dot{x}(t) = -K \sin [x(t)] + u(t)
\]
and if the loop is locked, \( x(0) = 0 \). To compute the kernels in this simple case, there is no need to use the general notation. The differential equation can be replaced by the equation
\[
\dot{x}(t) = -Kx(t) + \frac{K}{6} x^3(t) + u(t) + \cdots
\]
where only those terms that contribute to the first three kernels have been retained explicitly. Since \( x^{(j)}(t) = x^j(t) \) for scalar \( x(t) \), let
\[
x^{\otimes}(t) = \begin{bmatrix} x(t) \\ x^2(t) \\ x^3(t) \end{bmatrix}
\]
Then (50) becomes
\[
\frac{d}{dt} [x^{\otimes}(t)] = \begin{bmatrix} -K & 0 & \frac{K}{6} \\ 0 & -2K & 0 \\ 0 & 0 & -3K \end{bmatrix} x^{\otimes}(t)
\]
\[
+ \begin{bmatrix} 0 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix} x^{\otimes}(t) u(t) + \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} u(t) + \cdots
\]
\[
x(t) = [1 \ 0 \ 0] x^{\otimes}(t)
\]
where the phase-error signal is taken to be the output of the state equation. A short calculation yields
\[
e^{At} = \begin{bmatrix} e^{-Kt} & 0 & \frac{(e^{-Kt} - e^{-3Kt})}{12} \\ 0 & e^{-2Kt} & 0 \\ 0 & 0 & e^{-3Kt} \end{bmatrix}
\]
and from (23) the first three triangular kernels are
\[
h(t, \sigma_1) = e^{-K(t-\sigma_1)} \delta_{-1}(t-\sigma_1)
\]
\[
h(t, \sigma_1, \sigma_2) = 0
\]
\[
h(t, \sigma_1, \sigma_2, \sigma_3) = \frac{1}{2} [e^{-Kt} e^{-K\sigma_1} e^{K\sigma_2} e^{K\sigma_3} - e^{-3Kt} e^{K\sigma_1} e^{K\sigma_2} e^{K\sigma_3}]
\]
\[
\delta_{-1}(t-\sigma_1) \delta_{-1}(\sigma_1-\sigma_2) \delta_{-1}(\sigma_2-\sigma_3)
\]
(The unit step functions are there just to emphasize that these are triangular kernels.)
Extending the approach of this section to state equations of the form
\[ \dot{x}(t) = f(x(t), u(t), t), \quad x(0) = 0 \]
\[ y(t) = h(x(t), t), \quad t \geq 0 \] (51)
where \( u(t) \) and \( y(t) \) are scalar signals is not hard. It is messy, to be sure, especially when worked out in detail, but the mechanics are familiar. A power series form of the equation is obtained, and then a set of vector kernels describing \( x(t) \) is calculated in much the same way as was done for bilinear state equations. But now the nonlinear dependence of \( f(x,u,t) \) upon \( u \) means that the kernels must contain impulses. A transparent case will show why.

**Example 3.4** For the scalar state equation
\[ \dot{x}(t) = u^2(t), \quad x(0) = 0 \]
\[ y(t) = x^3(t) \]
integration directly yields
\[ x(t) = \int_0^t u^2(\sigma) \, d\sigma \]
Writing this as a degree-2 homogeneous term
\[ x(t) = \int_0^t \int_0^t h(t, \sigma_1, \sigma_2) u(\sigma_1) u(\sigma_2) \, d\sigma_2 d\sigma_1 \]
requires the impulsive kernel
\[ h(t, \sigma_1, \sigma_2) = \delta_0(\sigma_1 - \sigma_2) \]
Thus, the output is given by
\[ y(t) = \int_0^t \delta_0(\sigma_1 - \sigma_2) \delta_0(\sigma_3 - \sigma_4) \delta_0(\sigma_5 - \sigma_6) u(\sigma_1) \cdots u(\sigma_6) \, d\sigma_6 \cdots d\sigma_1 \]
which clearly shows that the system is homogeneous of degree 6.

Returning to the differential equation in (51), I assume that \( f(0,0,t) = 0 \), and, as usual, that \( f(x,u,t) \) has properties that suffice to remove worries about existence and uniqueness of solutions for \( t \geq 0 \). Differentiability sufficient to carry out the following development will be assumed, and the argument \( t \) will be dropped in part because the calculations are essentially the same for the stationary and nonstationary cases. Using the Kronecker product notation, the expansion of \( f(x,u) \) about \( x = 0, u = 0 \) through degree \( N \) can be written in the form
\[ f(x,u) = F_{01}u + F_{02}u^2 + F_{03}u^3 + F_{10}x^{(1)} + F_{11}x^{(1)}u + F_{12}x^{(1)}u^2 + F_{20}x^{(2)} + F_{21}x^{(2)}u + F_{22}x^{(2)}u^2 + \cdots \]

This provides a differential equation for \( x \) of the form
\[ \dot{x} = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} F_{ij} x^{(i)} u^j + \cdots \] (52)

where \( F_{00} = 0 \). The procedure for developing differential equations for \( x^{(2)}, \ldots, x^{(N)} \) is just as before. Now, however, the equation for
\[ x^{\otimes} = \begin{bmatrix} x \\ x^{(2)} \\ \vdots \\ x^{(N)} \end{bmatrix} \]
will have a number of additional terms:
\[ \frac{d}{dt} x^{\otimes} = F x^{\otimes} + G_1 x^{\otimes} u + G_2 x^{\otimes} u^2 + \cdots + G_N x^{\otimes} u^{N-1} + g_1 u + \cdots + g_N u^N + \cdots \] (53)

From this point, the idea is to mimic the development in the bilinear case. Using a change of variables involving the transition matrix for \( F \), and then integrating both sides of the resulting state equation sets up the iterative resubstitution procedure. Of course, there are many more terms here, but, at this level of notation, applying the procedure and inserting impulses to write the homogeneous terms in the right form is straightforward in principle. Once this has been done, expanding the output equation to degree \( N \),
\[ h(x) = y_0(t) + h_1 x + h_2 x^{(2)} + \cdots + h_N x^{(N)} + \cdots \]
\[ = y_0(t) + hx^{\otimes} + \cdots \] (54)
leads to a polynomial input/output representation upon deletion of the ellipses. Notice that this last step requires nothing more complicated than using properties of the Kronecker product. In particular no additional impulses need be inserted.

**Example 3.5** The nonlinear feedback system shown in Figure 3.4 is described by
\[ \dot{x}(t) = Ax(t) + b\psi[u(t) - y(t)] \]
\[ y(t) = cx(t), \quad t \geq 0, \quad x(0) = 0 \]
where the scalar nonlinearity is a polynomial (or power series)
\[ \psi(\alpha) = \alpha + \psi_2 \alpha^2 + \psi_3 \alpha^3 + \cdots \]
Using the approach just outlined, I will compute the first- and second-degree kernels for the closed-loop system. Corresponding to (53), the terms needed for the first two kernels involve setting

\[
x^{\otimes} = \begin{bmatrix} x \\ x^{(2)} \end{bmatrix}
\]

and replacing the given state equation by a state equation of the form

\[
\frac{dx^{\otimes}}{dt} = Fx^{\otimes} + G_1x^{\otimes}u + g_1u + g_2u^2 + \cdots
\]

\[
y = hx^{\otimes}
\]

It should be clear that higher-degree terms in \(x^{\otimes}\) and \(u\) will not be needed. Moreover, it will turn out that the general notation being employed in the differential equation for \(x^{\otimes}\) carries along terms that are superfluous as far as the first two kernels are concerned. In particular, the equation for \(x^{\otimes}\) contains terms involving \(x, x^{(2)}, xu, x^{(2)}u, u,\) and \(u^2\). The \(x^{(2)}u\) terms are not needed and arbitrarily setting the coefficients to 0 can simplify matters.

The differential equation for \(x\) can be written out in the form

\[
\dot{x} = Ax + b[(u-cx) + \psi_2(u-cx)^2 + \psi_3(u-cx)^3 + \cdots]
\]

\[
= (A-bc)x + bu + \psi_2bu^2 - 2\psi_2bcxu + \psi_2b(cx)^2 + 3\psi_3b(cx)^2u + \cdots
\]

Using the Kronecker product notation to write

\[
(cx)^2 = (cx) \otimes (cx) = c \otimes cx^{(2)}
\]

and dropping into the dots terms that do not enter into the \(x^{\otimes}\) equation, gives

\[
\dot{x} = (A-bc)x + bu + \psi_2bu^2 - 2\psi_2bcxu + \psi_2b(cx)^2 + 3\psi_3b(cx)^2u + \cdots
\]

To develop a differential equation for \(x^{(2)}\), the product rule gives

\[
\frac{d}{dt}[x^{(2)}] = \dot{x} \otimes x + x \otimes \dot{x}
\]

\[
= [(A-bc) \otimes I + I \otimes (A-bc)]x^{(2)} + [b \otimes I + I \otimes b] xu
\]

\[
+ \psi_2[b \otimes I + I \otimes b] xu^2 - 2\psi_2[b \otimes I + I \otimes bc] x^{(2)}u + \cdots
\]

Again terms that will not contribute to the final result have been dropped. Thus the state equation (53) in terms of \(x^{\otimes}\) is
\[
\frac{d}{dt}[x_\otimes] = \begin{bmatrix}
A - bc & \psi_2 \psi_3 \otimes c \\
0 & [(A - bc) \otimes I + I \otimes (A - bc)]
\end{bmatrix} x_\otimes
\]

\[
+ \begin{bmatrix}
-2 \psi_2 \psi_3 \\
[b \otimes I + I \otimes b] - 2 \psi_2 [(bc) \otimes I + I \otimes (bc)]
\end{bmatrix} x_\otimes u + \begin{bmatrix}
0 \\
0
\end{bmatrix} u + \begin{bmatrix}
\psi_2 b \\
0
\end{bmatrix} u^2
\]

\[
y = [c \quad 0] x_\otimes, \quad x_\otimes(0) = 0
\]

Now the resubstitution procedure can be applied just as was done for bilinear state equations, with the exception that impulses must be inserted to obtain terms of the correct form. It is easy to show that in the general notation the first two triangular kernels are given by

\[
h(t, \sigma) = h e^{F(t-\sigma)} g_1
\]

\[
h(t, \sigma_1, \sigma_2) = h e^{F(t-\sigma_1)} G_1 e^{F(\sigma_1-\sigma_2)} g_1 + h e^{F(t-\sigma_1)} g_2 \delta_0(\sigma_1-\sigma_2)
\]

To complete the calculation, these kernels can be expressed in terms of the given state equation by showing that

\[
e^{F_i} = \begin{bmatrix}
e^{(A-bc) t} \int_0^t e^{(A-bc) (t-\sigma)} \psi_2 \psi_3 \otimes c e^{[(A-bc) \otimes I + I \otimes (A-bc)]} d\sigma \\
0
e^{(A-bc) \otimes I + I \otimes (A-bc)} t
\end{bmatrix}
\]

Then the first two triangular kernels are

\[
h(t, \sigma) = c e^{(A-bc)(t-\sigma)} b \delta_{-1}(t-\sigma)
\]

\[
h(t, \sigma_1, \sigma_2) = [-2 \psi_2 e^{(A-bc)(t-\sigma_1)} bc e^{(A-bc)(\sigma_1-\sigma_2)} b
\]

\[
+ \psi_2 \int_0^{t-\sigma_1} c e^{(A-bc)(t-\sigma_1-\gamma)} bc \otimes c e^{(A-bc) \otimes I + I \otimes (A-bc)} d\gamma (b \otimes I + I \otimes b) e^{(A-bc)(\sigma_1-\sigma_2)} b
\]

\[
+ \psi_2 e^{(A-bc)(t-\sigma_1)} b \delta_0(\sigma_1-\sigma_2) \delta_{-1}(t-\sigma_1) \delta_{-1}(\sigma_1-\sigma_2)
\]

As mentioned at the outset, the terms involving \(x^{(2)} u\), in other words, the terms in the second block column of \(G_1\), do not enter the result, and could have been set to zero for simplicity.

### 3.4 The Variational Equation Approach

In the variational equation approach, a state-equation description is obtained for each degree-\(k\) homogeneous subsystem in the input/output representation. It turns out that, although the equation for the degree-\(k\) subsystem is coupled nonlinearly to the equations for the lower-degree subsystems, each of the equations has identical first-degree (linear)
terms. Thus the various kernels can be computed using the linear-state-equation solution reviewed in Section 3.1.

As in the previous section, I begin by considering the linear-analytic state equation

\[
\begin{align*}
\dot{x}(t) &= a(x(t), t) + b(x(t), t)u(t), \quad t \geq 0 \\
y(t) &= c(t)x(t) + y_0(t), \quad x(0) = 0
\end{align*}
\]

(55)

where \( a(0, t) = 0 \) so that the response to \( u(t) = 0 \) is \( x(t) = 0, y(t) = y_0(t) \). The analyticity assumption can be weakened since only a finite number of kernels will be computed, but it is retained here for simplicity. More general state equations without the special assumptions on the unforced response are discussed later in the section.

The homogeneous-subsystem state equations are derived by considering the response of the differential equation in (55) to inputs of the form \( \alpha u(t) \), where \( \alpha \) is an arbitrary scalar. The response can be written as an expansion in the parameter \( \alpha \) of the form (In the present context, subscripts do not indicate components of a vector.)

\[
x(t) = \alpha x_1(t) + \alpha^2 x_2(t) + \cdots + \alpha^N x_N(t) + \cdots
\]

(56)

where the dots contain terms of degree greater than \( N \) in \( \alpha \). Viewing the analytic functions \( a(x, t) \) and \( b(x, t) \) in terms of power series, substituting (56) into (55), and equating coefficients of like powers of \( \alpha \) leads to a differential equation for each \( x_k(t) \), the degree-\( k \) component of \( x(t) \).

Just as in the Carleman linearization approach, the first step is to replace the terms in (55) by power series representations. For ease of exposition, only the calculation of the first three kernels will be treated. Thus the state equation

\[
\begin{align*}
\dot{x}(t) &= A_1(t)x^{(1)}(t) + A_2(t)x^{(2)}(t) + A_3(t)x^{(3)}(t) \\
&\quad + B_0(t)u(t) + B_1(t)x^{(1)}(t)u(t) + B_2(t)x^{(2)}(t)u(t) + \cdots \\
y(t) &= c(t)x^{(1)}(t) + y_0(t), \quad x^{(1)}(0) = 0, \quad t \geq 0
\end{align*}
\]

(57)

will be considered. Both the assumed input \( \alpha u(t) \) and the assumed response in (56) are substituted into (57). Note that from the rules of calculation for Kronecker products,

\[
x^{(2)}(t) = [\alpha x_1(t) + \alpha^2 x_2(t) + \cdots] \otimes [\alpha x_1(t) + \alpha^2 x_2(t) + \cdots]
\]

\[
= \alpha^2 x_1^{(2)}(t) + \alpha^3 [x_1(t) \otimes x_2(t) + x_2(t) \otimes x_1(t)] + \cdots
\]

\[
x^{(3)}(t) = \alpha^3 x_1^{(3)}(t) + \cdots
\]

(58)

where, again, only terms of degree 3 or less are explicitly retained. The terms of higher degree in \( x \) that have been dropped from (58) would not contribute lower-degree terms in \( \alpha \). That is, substituting (56) into a degree-\( k \) function of \( x \) yields terms of degree \( k \) and higher in \( \alpha \). Now, (57) can be written in the form
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\[ \alpha \dot{x}_1(t) + \alpha^2 \dot{x}_2(t) + \alpha^3 \dot{x}_3(t) + \cdots = 0 \]

Since this differential equation and the equation for the initial state must hold for all \( \alpha \), coefficients of like powers of \( \alpha \) can be equated. This gives the first three variational equations:

\[ \dot{x}_1(t) = A_1(t)x_1(t) + B_0(t)u(t), \quad x_1(0) = 0 \]

\[ \dot{x}_2(t) = A_1(t)x_2(t) + A_2(t)x_1^{(2)}(t) + B_1(t)x_1(t)u(t), \quad x_2(0) = 0 \]

\[ \dot{x}_3(t) = A_1(t)x_3(t) + A_2(t)[x_1(t) \otimes x_2(t) + x_2(t) \otimes x_1(t)] + A_3(t)x_1^{(3)}(t) + B_1(t)x_2(t)u(t) + B_2(t)x_1^{(2)}(t)u(t) + \cdots, \]

\[ \alpha x_1(0) + \alpha^2 x_2(0) + \alpha^3 x_3(0) + \cdots = 0 \] (59)

The first equation in (60) is the linearized version of the differential equation in (55). Defining the vector kernel

\[ w(t, \sigma) = \Phi(t, \sigma)B_0(\sigma)\delta(t-\sigma) \] (61)

where \( \Phi(t, \tau) \) is the transition matrix for \( A_1(t) \), yields the representation

\[ x_1(t) = \int_{0}^{t} w(t, \sigma) u(\sigma) \, d\sigma \] (62)

Proceeding to the second equation in (60), the term \( x_1^{(2)}(t) \) can be written in the form

\[ x_1^{(2)}(t) = \int_{0}^{t} \int_{0}^{t} w(t, \sigma_1) \otimes w(t, \sigma_2) u(\sigma_1)u(\sigma_2) \, d\sigma_2d\sigma_1 \] (63)

Substituting (62) and (63) into the second equation in (60), it is found that this is a linear differential equation in \( x_2(t) \). (It should be clear that this linearity feature is the key to the method.) Thus
\[ x_2(t) = \int_0^t \Phi(t, \sigma) [A_2(\sigma) \int_0^\sigma w(\sigma, \sigma_1) \otimes w(\sigma, \sigma_2) u(\sigma_1) u(\sigma_2) d\sigma_2 d\sigma_1 ] + B_1(\sigma) \int_0^\sigma w(\sigma, \sigma_1) u(\sigma_1) u(\sigma_2) d\sigma \]  

(64)

Using the fact that \( w(t, \sigma) = 0 \) if \( \sigma > t \), (64) can be written in the form

\[ x_2(t) = \int_0^t \int_0^t \Phi(t, \sigma) A_2(\sigma) w(\sigma, \sigma_1) \otimes w(\sigma, \sigma_2) u(\sigma_1) u(\sigma_2) d\sigma d\sigma_2 d\sigma_1 \\
+ \int_0^t \int_0^t \Phi(t, \sigma) B_1(\sigma) w(\sigma, \sigma_1) u(\sigma_1) u(\sigma_2) d\sigma d\sigma_1 
\]  

(65)

Thus the degree-2 component of \( x(t) \) is given by

\[ x_2(t) = \int_0^t \int_0^t w(t, \sigma_1, \sigma_2) u(\sigma_1) u(\sigma_2) d\sigma_2 d\sigma_1 \]  

(66)

where

\[ w(t, \sigma_1, \sigma_2) = \int_0^t \Phi(t, \sigma) A_2(\sigma) w(\sigma, \sigma_1) \otimes w(\sigma, \sigma_2) d\sigma \\
+ \Phi(t, \sigma_2) B_1(\sigma) w(\sigma_2, \sigma_1) = \int_{\max[\sigma_1, \sigma_2]}^t \Phi(t, \sigma) A_2(\sigma) \Phi(\sigma, \sigma_1) \otimes \Phi(\sigma, \sigma_2) d\sigma B_0(\sigma_1) \otimes B_0(\sigma_2) \\
+ \Phi(t, \sigma_2) B_1(\sigma) \Phi(\sigma_2, \sigma_1) B_0(\sigma_1) \delta_{-1}(\sigma_2 - \sigma_1), \, 0 \leq \sigma_1, \sigma_2 \leq t \]  

(67)

Of course, the same procedure is used to derive a degree-3 vector kernel that describes \( x_3(t) \). This straightforward but messy calculation is left to the reader. To determine the degree-3 polynomial representation for the input/output behavior, it is clear that each of the vector kernels should be multiplied by \( c(t) \).

**Example 3.6**  Revisiting the first-order phase-locked loop in Example 3.3 using the variational equation approach will indicate the mechanics in a more detailed fashion, as well as contrast the two methods discussed so far. To compute the first three kernels, the starting point is the state equation for the phase error in power series form:

\[ \dot{x}(t) = -Kx(t) + \frac{K}{6} x^3(t) + u(t) + \cdots, \, x(0) = 0 \]

Substituting the expansion
\[ x(t) = \alpha x_1(t) + \alpha^2 x_2(t) + \alpha^3 x_3(t) + \cdots \]

into the state equation with the assumed input \( \alpha u(t) \) gives the first three variational equations:

\[ \dot{x}_1(t) = -K x_1(t) + u(t), \quad x_1(0) = 0 \]

\[ \dot{x}_2(t) = -K x_2(t), \quad x_2(0) = 0 \]

\[ \dot{x}_3(t) = -K x_3(t) + \frac{K}{6} x_1^3(t), \quad x_3(0) = 0 \]

Solving the first variational equation is a simple matter:

\[ x_1(t) = \int_0^t e^{-K(t-\sigma)} u(\sigma) \, d\sigma \]

Thus, the degree-1 kernel for the system is

\[ h(t, \sigma) = e^{-K(t-\sigma)} \delta_{-1}(t-\sigma) \]

The second variational equation is even simpler, giving \( x_2(t) = 0 \) for all \( t \geq 0 \). Thus the degree-2 kernel is identically 0. The third variational equation gives

\[ x_3(t) = \int_0^t e^{-K(t-\sigma)} \frac{K}{6} x_1^3(\sigma) \, d\sigma \]

Writing this in the standard degree-3 homogeneous form is going to take a little more work. The first step is to write

\[ x_1^3(\sigma) = \left[ \int_0^\sigma e^{-K(\sigma-\sigma')} u(\sigma_1) \, d\sigma_1 \right]^3 \]

\[ = \int_0^\sigma e^{-K(\sigma-\sigma_1)} e^{-K(\sigma-\sigma_2)} e^{-K(\sigma-\sigma_3)} u(\sigma_1) u(\sigma_2) u(\sigma_3) \, d\sigma_1 d\sigma_2 d\sigma_3 \]

\[ = \int_0^t e^{-K(\sigma-\sigma_1)} e^{-K(\sigma-\sigma_2)} e^{-K(\sigma-\sigma_3)} \delta_{-1}(\sigma-\sigma_1) \delta_{-1}(\sigma-\sigma_2) \delta_{-1}(\sigma-\sigma_3) \]

\[ u(\sigma_1) u(\sigma_2) u(\sigma_3) \, d\sigma_1 d\sigma_2 d\sigma_3 \]

Substituting this expression into the expression for \( x_3(t) \), and rearranging the order of integration, gives
\[
x_3(t) = \int_0^t \frac{K}{6} e^{-Kt} \left[ \int_0^t e^{-2K\sigma_1} \delta_{\sigma_1}(\sigma-\sigma_1) \delta_{\sigma_2}(\sigma-\sigma_2) \delta_{\sigma_3}(\sigma-\sigma_3) d\sigma \right] e^{K(\sigma_1+\sigma_2+\sigma_3)} u(\sigma_1) u(\sigma_2) u(\sigma_3) d\sigma_1 d\sigma_2 d\sigma_3
\]

\[
= \int_0^t \frac{-1}{12} \left[ e^{-3Kt} e^{K(\sigma_1+\sigma_2+\sigma_3)} - e^{-Kt} e^{2K\max(\sigma_1,\sigma_2,\sigma_3)} e^{K(\sigma_1+\sigma_2+\sigma_3)} \right] u(\sigma_1) u(\sigma_2) u(\sigma_3) d\sigma_1 d\sigma_2 d\sigma_3
\]

Now a degree-3 kernel for the system is apparent. Notice, however, that it is not immediately apparent that this result agrees with that in Example 3.3.

The mechanics of the variational equation approach change little when the most general state equations are considered. In fact, the special assumptions on the linearity of the output and on the zero-input response can be relaxed without causing distress. To illustrate this in some detail, consider the general state equation

\[
\dot{x}(t) = f(x(t),u(t),t), \quad x(0) = x_0
\]

\[
y(t) = h(x(t),u(t),t), \quad t \geq 0 \tag{68}
\]

where \(u(t)\) and \(y(t)\) are scalars. Suppose that with the fixed initial state and the input \(\hat{u}(t)\), the response is \(\hat{x}(t), \hat{y}(t)\). In this setting it is of interest to find a polynomial input/output representation that describes the deviation of the output from \(\hat{y}(t), \delta(t) = y(t) - \hat{y}(t)\), in terms of the deviation of the input from \(\hat{u}(t), \delta(t) = u(t) - \hat{u}(t)\). This means I am abandoning all the changes of variables previously used to clean up notations. Through degree \(N\), the right side of the differential equation in (68) can be replaced by (dropping most \(t\)'s)

\[
f(x,u,t) = f(\hat{x} + x_\delta, \hat{u} + u_\delta, t)
\]

via a Taylor series about \(\hat{x}, \hat{u}\). Now consider deviation inputs of the form \(\alpha u_\delta(t)\), where \(\alpha\) is an arbitrary scalar, and assume that the resulting deviation response is expanded in terms of \(\alpha\):

\[
x_\delta = \alpha x_1 + \alpha^2 x_2 + \cdots
\]

(Note that the \(\alpha^0\) term is missing since \(\alpha = 0\) implies the input is \(\hat{u}\), which implies the response is \(\hat{x}\).)

Substituting into the differential equation gives, through degree 3 (again)
\[ \alpha \dot{x}_{16} + \alpha^2 \dot{x}_{28} + \alpha^3 \dot{x}_{38} + \cdots = F_{10}(t)[\alpha x_{16} + \alpha^2 x_{28} + \alpha^3 x_{38}] \]
\[ + F_{20}(t)[\alpha x_{16} + \alpha^2 x_{28}]^2 + F_{30}(t)[\alpha x_{16}]^3 + \alpha F_{01}(t)u_\delta \]
\[ + \alpha^2 F_{02}(t)u_\delta^2 + \alpha^3 F_{03}(t)u_\delta^3 + F_{11}(t)[\alpha x_{16} + \alpha^2 x_{28}]u_\delta \]
\[ + F_{12}(t)[\alpha x_{16}]^2 + F_{21}(t)[\alpha x_{16}]^2 \alpha u_\delta + \cdots \]

Equating coefficients of like powers of \( \alpha \) gives the first three variational equations listed below.

\[ \dot{x}_{16} = F_{10}(t)x_{16} + F_{01}(t)u_\delta, \quad x_{16}(0) = 0 \]
\[ \dot{x}_{28} = F_{10}(t)x_{28} + F_{20}(t)x^{(2)}_{16} + F_{02}(t)u_\delta^2 + F_{11}(t)x_{16}u_\delta, \quad x_{28}(0) = 0 \]
\[ \dot{x}_{38} = F_{10}(t)x_{38} + F_{20}(t)[x_{16} \otimes x_{28} + x_{28} \otimes x_{16}] \]
\[ + F_{30}(t)x^{(3)}_{16} + F_{03}(t)u_\delta^3 + F_{11}(t)x_{28}u_\delta + F_{12}(t)x_{16}u_\delta^2 \]
\[ + F_{21}(t)x^{(2)}_{16}u_\delta, \quad x_{38}(0) = 0 \]

But now the computation of vector kernels for each variation proceeds just as before, except that an occasional impulse must be inserted to obtain the standard form of a homogeneous term. Then the process is completed by expanding the output equation, substituting into that expansion, and regathering terms of like degree with perhaps some insertion of more impulses since the output map in (68) is permitted to depend on the input.

**Example 3.7** The variational equation approach will be applied to the nonlinear feedback system of Example 3.5:

\[ \dot{x}(t) = Ax(t) + b[y(t) - y(t)], \quad x(0) = 0 \]
\[ y(t) = cx(t), \quad t \geq 0 \]

where

\[ \psi(\alpha) = \alpha + \psi_2 \alpha^2 + \psi_3 \alpha^3 + \cdots \]

and where \( \hat{u}(t) = 0, \hat{x}(t) = 0, \) and \( \hat{y}(t) = 0 \) for all \( t \geq 0. \) To compute the kernels through degree 2, the system is written as

\[ \dot{x}(t) = Ax(t) + b[u(t) - y(t)] + \psi_2 b[u(t) - y(t)]^2 + \cdots \]

It is appropriate to drop the general notation for this example since it offers no particular advantage. Assuming the input \( \alpha u(t) \) and response
\[ x(t) = \alpha x_1(t) + \alpha^2 x_2(t) + \cdots \]

substituting, and equating coefficients of like powers of \( \alpha \) gives the variational equations

\[
\dot{x}_1(t) = [A - bc] x_1(t) + bu(t), \quad x_1(0) = 0
\]

\[
\dot{x}_2(t) = [A - bc] x_2(t) + \psi_2 b [u(t) - cx_1(t)]^2, \quad x_2(0) = 0
\]

From the first equation,

\[
x_1(t) = \int_0^t e^{[A - bc](t - \sigma_1)} bu(\sigma_1) \, d\sigma_1
\]

and since the output equation is linear, the degree-1 kernel in the polynomial input/output map is

\[
h(t - \sigma_1) = ce^{[A - bc](t - \sigma_1)} b \delta (t - \sigma_1)
\]

The second equation is solved in a similar fashion, although the terms involved are more complicated.

\[
x_2(t) = \int_0^t e^{[A - bc](t - \sigma_1)} \psi_2 b [u(\sigma_1) - \int_0^{\sigma_1} h(\sigma_1 - \sigma_2)u(\sigma_2) \, d\sigma_2]^2 \, d\sigma_1
\]

\[
= \int_0^{\sigma_1} \int_0^{\sigma_1} \psi_2 e^{[A - bc](t - \sigma_1)} b \delta_0(\sigma_1 - \sigma_2) u(\sigma_1) u(\sigma_2) \, d\sigma_2 \, d\sigma_1
\]

\[
+ \int_0^{\sigma_1} \int_0^{\sigma_1} -2\psi_2 e^{[A - bc](t - \sigma_1)} bh(\sigma_1 - \sigma_2) u(\sigma_1) u(\sigma_2) \, d\sigma_2 \, d\sigma_1
\]

\[
+ \int_0^{\sigma_1} \int_0^{\sigma_1} \int_0^{\sigma_1} \psi_2 e^{[A - bc](t - \sigma_1)} bh(\sigma_1 - \sigma_2) h(\sigma_1 - \sigma_3) u(\sigma_2) u(\sigma_3) \, d\sigma_2 \, d\sigma_3 \, d\sigma_1
\]

Thus the degree-2 term of the input/output map is

\[
\int_0^t \int_0^t h(t, \sigma_1, \sigma_2) u(\sigma_1) u(\sigma_2) \, d\sigma_2 \, d\sigma_1
\]

where, with a little relabeling of variables in the last term,

\[
h(t, \sigma_1, \sigma_2) = \psi_2 h(t - \sigma_1) \delta_0(\sigma_1 - \sigma_2) \delta_{-1}(\sigma_1 - \sigma_2) - 2\psi_2 h(t - \sigma_1) h(\sigma_1 - \sigma_2)
\]

\[
+ \int_0^t \psi_2 h(t - \sigma_3) h(\sigma_3 - \sigma_2) h(\sigma_3 - \sigma_1) \, d\sigma_3
\]

This degree-2 kernel can be written in terms of the given system parameters in the obvious
way.

3.5 The Growing Exponential Approach

The properties of growing exponentials discussed in Chapter 2 can be adapted readily to the problem of finding transfer function descriptions from constant-parameter (stationary) state equations. Consider the general form

$$\dot{x}(t) = a(x(t), u(t)), \quad x(0) = 0$$

$$y(t) = cx(t) + y_0(t), \quad t \geq 0$$

(69)

where $a(0,0) = 0$ and $a(x,u)$ is analytic in $x$ and $u$. Briefly stated, the first $N$ symmetric transfer functions corresponding to (69) are computed as follows. First replace $a(x,u)$ by a power series in $x$ and $u$. Then assume an input of the form

$$u(t) = e^{\lambda_1 t} + \cdots + e^{\lambda_N t}$$

(70)

and assume a solution of the form

$$x(t) = \sum_m G_{m_1, \ldots, m_N}(\lambda_1, \ldots, \lambda_N) e^{(m_1\lambda_1 + \cdots + m_N\lambda_N)t}$$

(71)

where the notation is precisely that of Chapter 2, and the vector coefficients are undetermined. Substituting into the differential equation, solve for

$$G_{1,0,\ldots,0}(\lambda_1), \quad G_{1,1,0,\ldots,0}(\lambda_1,\lambda_2), \ldots, \quad G_{1,\ldots,1}(\lambda_1,\ldots,\lambda_N)$$

by equating coefficients of like exponentials. Then since the output is a linear function of $x$,

$$H_1(s) = cG_{1,0,\ldots,0}(s)$$

$$H_{2\text{sym}}(s_1, s_2) = \frac{1}{2!} cG_{1,1,0,\ldots,0}(s_1, s_2)$$

$$\vdots$$

$$H_{N\text{sym}}(s_1, \ldots, s_N) = \frac{1}{N!} cG_{1,\ldots,1}(s_1, \ldots, s_N)$$

(72)

I should note that considerable savings in labor is realized if exponentials that obviously will not contribute to the terms of interest are dropped at each stage of the calculation. For example, no term in (71) with $m_j > 1$ for at least one $j$ need be carried.

Example 3.8  To find the first three symmetric transfer functions corresponding to the now familiar state equation description

$$\dot{x}(t) = -Kx(t) + \frac{K}{6}x^3(t) + u(t) + \cdots$$

assume an input of the form
\[ u(t) = e^{\lambda_1 t} + e^{\lambda_2 t} + e^{\lambda_3 t} \]

and, dropping arguments for simplicity, a solution of the form

\[ x(t) = G_{100} e^{\lambda_1 t} + G_{010} e^{\lambda_2 t} + G_{001} e^{\lambda_3 t} + G_{200} e^{2\lambda_1 t} + G_{020} e^{2\lambda_2 t} + G_{002} e^{2\lambda_3 t} + G_{110} e^{(\lambda_1 + \lambda_2) t} + G_{011} e^{(\lambda_2 + \lambda_3) t} + G_{111} e^{(\lambda_1 + \lambda_2 + \lambda_3) t} + \ldots \]

Of course, in this scalar case with the output identical to the state, the \( G \) notation could be replaced by symmetric transfer function notation. Also note that the \( G_{200}, G_{020}, G_{002} \) terms are included just to show in the context of an example that they are superfluous. At any rate, an easy calculation gives

\[ x^3(t) = 6G_{100} G_{010} G_{001} e^{(\lambda_1 + \lambda_2 + \lambda_3) t} + \ldots \]

Substituting into the differential equation, and equating the coefficients of

\[ e^{\lambda_1 t}, e^{(\lambda_1 + \lambda_2) t}, e^{(\lambda_1 + \lambda_2 + \lambda_3) t} \]

respectively, yields the equations

\[ \lambda_1 G_{100} + KG_{100} = 1 \]

\[ (\lambda_1 + \lambda_2) G_{110} + KG_{110} = 0 \]

\[ (\lambda_1 + \lambda_2 + \lambda_3) G_{111} + KG_{111} = KG_{100} G_{010} G_{001} \]

Solving these in turn gives

\[ G_{100}(\lambda_1) = \frac{1}{\lambda_1 + K} \]

\[ G_{110}(\lambda_1, \lambda_2) = 0 \]

\[ G_{111}(\lambda_1, \lambda_2, \lambda_3) = \frac{KG_{100} G_{010} G_{001}}{\lambda_1 + \lambda_2 + \lambda_3 + K} \]

Using the obvious facts:

\[ G_{010}(\lambda_2) = \frac{1}{\lambda_2 + K}, \quad G_{001}(\lambda_3) = \frac{1}{\lambda_3 + K} \]

the first three symmetric transfer functions are
\[
H_1(s) = \frac{1}{s + K}
\]
\[
H_{2\text{sym}}(s_1, s_2) = 0
\]
\[
H_{3\text{sym}}(s_1, s_2, s_3) = \frac{K/6}{(s_1 + s_2 + s_3 + K)(s_1 + K)(s_2 + K)(s_3 + K)}
\]

**Example 3.9**  Consider again the simplest general nonlinear equation of the form (69); the bilinear state equation

\[
\dot{x}(t) = Ax(t) + Dx(t)u(t) + bu(t)
\]
\[
y(t) = cx(t), \quad x(0) = 0
\]

To find the first two symmetric transfer functions, let

\[
u(t) = e^{\lambda_1 t} + e^{\lambda_2 t}, \quad \lambda_1, \lambda_2 > 0
\]

and assume that

\[
x(t) = G_{1,0} e^{\lambda_1 t} + G_{0,1} e^{\lambda_2 t} + G_{1,1} e^{(\lambda_1 + \lambda_2) t} + \cdots
\]

Substituting into the differential equation and equating the coefficients if \(e^{\lambda_1 t}\) gives

\[
\lambda_1 G_{1,0} = A G_{1,0} + b
\]

Solving this linear equation yields

\[
G_{1,0} = (\lambda_1 I - A)^{-1} b
\]

so that the degree-1 transfer function is

\[
H(s) = c (s I - A)^{-1} b
\]

The coefficients of \(e^{(\lambda_1 + \lambda_2) t}\) are equated in a similar fashion to yield the equation

\[
(\lambda_1 + \lambda_2) G_{1,1} = A G_{1,1} + D G_{1,0} + D G_{0,1}
\]

Substituting \(G_{1,0} = (\lambda_1 I - A)^{-1} b\) and \(G_{0,1} = (\lambda_2 I - A)^{-1} b\) and solving gives

\[
G_{1,1} = [(\lambda_1 + \lambda_2) I - A]^{-1} D [(\lambda_1 I - A)^{-1} b + (\lambda_2 I - A)^{-1} b]
\]

Thus the degree-2 symmetric transfer function is

\[
H_{2\text{sym}}(s_1, s_2) = \frac{1}{2} c [(s_1 + s_2) I - A]^{-1} D [(s_1 I - A)^{-1} b + (s_2 I - A)^{-1} b]
\]

Note that a simpler asymmetric version can be written by inspection, namely

\[
H_2(s_1, s_2) = c [(s_1 + s_2) I - A]^{-1} D (s_1 I - A)^{-1} b
\]

I leave it to the reader to show that a degree-3 asymmetric transfer function can be written
as
\[ H_3(s_1, s_2, s_3) = c \left( (s_1 + s_2 + s_3)I - A \right)^{-1} D \left( (s_1 + s_2)I - A \right)^{-1} D(s_1I - A)^{-1} b \]

From this, a pattern for the higher-degree transfer functions should be clear.

### 3.6 Systems Described by \( N \)th-Order Differential Equations

Various versions of the methods that have been discussed have appeared in the literature from time to time. Mostly these have been set up for \( N \)th-order, nonlinear, differential equations in the older literature. Since some problems are described quite naturally in these terms, I will review the variational expansion method for the equation

\[ y^{(N)}(t) + a_{N-1}(t)y^{(N-1)}(t) + \cdots + a_0(t)y(t) + \sum_{k=2}^{K} b_k(t)y^k(t) = u(t) \quad (73) \]

where
\[ y(0) = y^{(1)}(0) = \cdots = y^{(N-1)}(0) = 0 \quad (74) \]

so that the solution for \( u(t) = 0 \) is \( y(t) = 0 \). Of course, this is a special case, but the ideas generalize in a transparent fashion.

Consider the response to the input \( \alpha u(t) \), where \( \alpha \) is a scalar, and write
\[ y(t) = \sum_{m=1}^{M} \alpha^m y_m(t) + \cdots \quad (75) \]

where only the terms of degree \( M \) or less have been explicitly retained. Substituting into the differential equation gives
\[ \sum_{m=1}^{M} \alpha^m \sum_{n=0}^{N} a_n(t)y_m^{(n)}(t) + \sum_{k=2}^{K} b_k(t) \left( \sum_{m=1}^{M} \alpha^m y_m(t) \right)^k + \cdots = \alpha u(t) \quad (76) \]

where \( a_N(t) = 1 \), and the initial conditions are
\[ y_m^{(n)}(0) = 0, \quad n = 0, 1, \ldots, N-1, \quad m = 1, 2, \ldots, M \]

Equating coefficients of \( \alpha \) on both sides gives
\[ \sum_{n=0}^{N} a_n(t)y_1^{(n)}(t) = u(t), \quad y_1^{(n)}(0) = 0, \quad n = 0, \ldots, N-1 \quad (77) \]

and the solution of this linear differential equation can be written in the form
\[ y_1(t) = \int_{0}^{t} h_1(t, \sigma_1) u(\sigma_1) d\sigma_1 \quad (78) \]

Equating coefficients of \( \alpha^2 \) gives
\[
\sum_{n=0}^{N} a_n(t)y_2^{(n)}(t) + b_2(t)y_1^2(t) = 0, \quad y_1^{(n)}(0) = 0, \quad n = 0, \ldots, N-1
\] (79)

The solution of this differential equation can be written in the form
\[
y_2(t) = \int_{0}^{t} h_1(t, \sigma_1)b_2(\sigma_1)y_1^2(\sigma_1) d\sigma_1
\] (80)

To write this in the usual degree-2 homogeneous form requires a substitution for \(y_1^2(\sigma_1)\):
\[
y_2(t) = \int_{0}^{t} \int_{0}^{\sigma_1} \int_{0}^{\sigma_1} h_1(t, \sigma_1, \sigma_2)h_1(\sigma_1, \sigma_2)u(\sigma_3)u(\sigma_3) d\sigma_2 d\sigma_3 d\sigma_1
\]

Inserting unit step functions so the limits of integration can be raised to \(t\), and relabeling variables, gives
\[
y_2(t) = \int_{0}^{t} \int_{0}^{t} h_2(t, \sigma_1, \sigma_2)u(\sigma_1)u(\sigma_2) d\sigma_1 d\sigma_2
\] (81)

where
\[
h_2(t, \sigma_1, \sigma_2) = \int_{0}^{t} h_1(t, \sigma)b_2(\sigma)h_1(\sigma, \sigma_1)h_1(\sigma, \sigma_2)\delta_{-1}(\sigma-\sigma_1)\delta_{-1}(\sigma-\sigma_2) d\sigma
\] (82)

I can proceed in a similar way to compute the higher-degree kernels in the (truncated) polynomial input/output representation. The only obstacle to a general formulation lies in the nonlinear term in (76). This can be handled by writing
\[
\left[ \sum_{m=1}^{M} \alpha^m y_m(t) \right]^k = \sum_{j=k}^{M_k} \alpha^j y_{j,k}(t)
\] (83)

and deriving a recursion for the terms \(y_{j,k}(t), j \geq k\).

Let
\[
f(\alpha) = \sum_{m=1}^{M} \alpha^m y_m(t)
\]
\[
g(\alpha) = \left[ \sum_{m=1}^{M} \alpha^m y_m(t) \right]^{k-1}
\] (84)

Then, \(g(\alpha)\) can be written as

128
\[ g(\alpha) = \sum_{j=k-1}^{M_{i-1}} \alpha^j y_{j,k-1}(t) \] (85)

and

\[ f(\alpha)g(\alpha) = \sum_{j=k}^{M_i} \alpha^j y_{j,k}(t) \] (86)

To isolate the \( \alpha^j, j \geq k \), terms on both sides of this equation, differentiate both sides \( j \) times with respect to \( \alpha \) and set \( \alpha = 0 \). Using the product rule

\[
\frac{d^j}{d\alpha^j}[f(\alpha)g(\alpha)] = \sum_{i=0}^{j} \binom{j}{i} (-1)^{j-i} \frac{d^i}{d\alpha^i}f(\alpha) \frac{d^{j-i}}{d\alpha^{j-i}}g(\alpha)
\] (87)

gives

\[
\sum_{i=0}^{j} y_i(t) y_{j-i,k-1}(t) = y_{j,k}(t)
\] (88)

But the lower limit on the sum can be raised to 1 since \( y_0(t) = 0 \). Since \( j \geq k \), and since nonzero summands correspond to \( j-i \geq k-1 \), the upper limit on the sum can be replaced by \( j-k+1 \). Thus,

\[
y_{j,k}(t) = \sum_{i=1}^{j-k+1} y_i(t) y_{j-i,k-1}(t)
\] (89)

where, for \( k = 1 \), \( y_{j,1}(t) = y_j(t) \).

Returning now to the problem at hand, equate the coefficients of \( \alpha^3 \) on both sides of the equation

\[
\sum_{m=1}^{M} \alpha^m \sum_{n=0}^{N} a_n(t)y_m^{(n)}(t) + \sum_{k=2}^{K} b_k(t) \sum_{j=k}^{M_i} \alpha^j y_{j,k}(t) + \cdots = \alpha u(t), \quad y_m^{(n)}(0) = 0
\] (90)

This gives

\[
\sum_{n=0}^{N} a_n(t)y_3^{(n)}(t) + b_2(t)y_{3,2}(t) + b_3(t)y_{3,3}(t) = 0
\] (91)

where all initial conditions are zero. The solution can be written in the form

\[
y_3(t) = \int_{0}^{t} h_1(t, \sigma_1)[b_2(\sigma_1)y_{3,2}(\sigma_1) + b_3(\sigma_1)y_{3,3}(\sigma_1)] \, d\sigma_1
\] (92)

The recursions just developed yield

\[
y_{3,2}(\sigma_1) = y_1(\sigma_1)y_{2,1}(\sigma_1) + y_2(\sigma_1)y_{1,1}(\sigma_1) = 2y_1(\sigma_1)y_2(\sigma_1)
\]

\[
y_{3,3}(\sigma_1) = y_1(\sigma_1)y_{2,2}(\sigma_1) = y_1^3(\sigma_1)
\] (93)

so that
\[
y_3(t) = \int_0^t h_1(t, \sigma_1)[2b_2(\sigma_1)y_1(\sigma_1)y_2(\sigma_1) + b_3(\sigma_1)y_1^3(\sigma_1)] \, d\sigma_1 \tag{94}
\]

Now it is just a matter of substitution for \(y_1(\sigma_1), y_2(\sigma_2)\) from (78), (80), and some manipulation of integrals to put this into the form of a degree-3 homogeneous subsystem.

I should also point out that the growing exponential method can be adapted quite easily to \(N^{th}\)-order differential equations, as the following example shows.

**Example 3.10**  The simple pendulum consists of a mass \(m\) suspended on a massless rod of length \(L\). The input torque at the pivot is \(u(t)\), the damping coefficient at the pivot is \(a\), and the output \(y(t)\) is the angle from the vertical. The well known differential equation describing this system is

\[
\ddot{y}(t) + \frac{a}{mL^2} \dot{y}(t) + \frac{g}{L} \sin[y(t)] = \frac{1}{mL^2} u(t)
\]

and it is assumed that the initial conditions are zero. To compute the first three symmetric transfer functions by the growing exponential method, the first step is to replace \(\sin[y(t)]\) by its power series expansion. Of course, only terms through order three need be retained explicitly, so the differential equation of interest is

\[
\ddot{y}(t) + \frac{a}{mL^2} \dot{y}(t) + \frac{g}{L} y(t) - \frac{g}{3!L^2} y^3(t) + \cdots = \frac{1}{mL^2} u(t)
\]

The growing exponential method can be simplified in this case by arguing, either from the physics of the situation or from the differential equation, that \(y(t)\) will contain no homogeneous terms of even degree. That is, if the input signal \(u(t)\) produces the output signal \(y(t)\), then the input signal \(-u(t)\) produces \(-y(t)\), and it follows that only odd-degree terms can be present.

To calculate the symmetric transfer functions through degree three, assume an input signal of the form

\[
u(t) = e^{\lambda_1 t} + e^{\lambda_2 t} + e^{\lambda_3 t} , \quad \lambda_1, \lambda_2, \lambda_3 > 0 , \quad t \in (\infty, \infty)\]

Since all degree-2 terms are known to be zero, assume the response

\[
y(t) = H_1(\lambda_1)e^{\lambda_1 t} + H_1(\lambda_2)e^{\lambda_2 t} + H_1(\lambda_3)e^{\lambda_3 t} + 3!H_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3)e^{(\lambda_1+\lambda_2+\lambda_3)t} + \cdots
\]

where, as usual, only terms contributing to the final result have been retained. (Notice that the symmetric transfer function notation, rather than the \(G\)-notation, has been used, since the calculations involve the output directly.) Substituting into the differential equation gives, again with many terms dropped,
\[ \lambda_1^2 H_1(\lambda_1) e^{\lambda_1 t} + (\lambda_1 + \lambda_2 + \lambda_3)^2 3! H_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3) e^{(\lambda_1 + \lambda_2 + \lambda_3)t} + \frac{a}{mL^2} \lambda_1 H_1(\lambda_1) e^{\lambda_1 t} \]

\[ + \frac{a}{mL^2} (\lambda_1 + \lambda_2 + \lambda_3)^3 3! H_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3) e^{(\lambda_1 + \lambda_2 + \lambda_3)t} + \frac{g}{L} H_1(\lambda_1) e^{\lambda_1 t} \]

\[ + \frac{g}{L} 3! H_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3) e^{(\lambda_1 + \lambda_2 + \lambda_3)t} \]

\[ - \frac{g}{L} H_1(\lambda_1) H_1(\lambda_2) H_1(\lambda_3) e^{(\lambda_1 + \lambda_2 + \lambda_3)t} + \cdots \]

\[ = \frac{1}{mL^2} e^{\lambda_1 t} + \frac{1}{mL^2} e^{\lambda_2 t} + \frac{1}{mL^2} e^{\lambda_3 t} \]

Equating coefficients of \(e^{\lambda_1 t}\) gives

\[ H_1(\lambda_1) = \frac{1/(mL^2)}{\lambda_1^2 + a/(mL^2)\lambda_1 + g/L} \]

Thus, the degree-1 transfer function is

\[ H_1(s) = \frac{1/(mL^2)}{s^2 + a/(mL^2)s + g/L} \]

Equating coefficients of \(e^{(\lambda_1 + \lambda_2 + \lambda_3)t}\) yields

\[ 3! H_{3\text{sym}}(\lambda_1, \lambda_2, \lambda_3) = \frac{g/L}{(\lambda_1 + \lambda_2 + \lambda_3)^2 + a/(mL^2)(\lambda_1 + \lambda_2 + \lambda_3) + g/L} H_1(\lambda_1) H_1(\lambda_2) H_1(\lambda_3) \]

or, in more compact form,

\[ H_{3\text{sym}}(s_1, s_2, s_3) = \frac{mgL}{3!} H_1(s_1 + s_2 + s_3) H_1(s_1) H_1(s_2) H_1(s_3) \]

### 3.7 Remarks and References

**Remark 3.1** The idea of using resubstitution (sometimes called Peano-Baker) techniques or successive approximations (often called Picard iterations) is well known in the theory of differential equations. Perhaps the first suggestion that successive approximations be used to compute kernels was made by J. Barrett in a published discussion appended to the paper R. Flake, "Volterra Series Representations of Time-Varying Nonlinear Systems," *Proceedings of the Second International Congress of IFAC*, Butterworths, London, pp. 91-97, 1963.

The possibilities for the successive approximation approach in a more general setting were
first realized much later in


where the general form for the kernels corresponding to a bilinear state vector equation was first derived. The linear-analytic system case was first considered in


The conditions for existence of a uniformly convergent Volterra system representation are derived by combining the successive approximation technique with power series expansion of the analytic functions in the state equation. A crucial step in computing the form of the kernels is the use of the Carleman linearization idea to obtain a bilinear state vector equation that approximates the linear-analytic differential equation. This technique is discussed in


This paper contains arguments that justify the bound indicated in (47). For differential equations that have nonlinear terms in the input, the calculation of the kernels is discussed in


In these latter three references, the reduced Kronecker product representation is used. The relationship between successive approximation and the computation of Volterra series is discussed further in


**Remark 3.2** An extensive compilation of properties of the Kronecker product along with some applications in system theory can be found in

Remark 3.3  The variational expansion method has a long and gloried history in the mathematics of differential equations that are analytic in a parameter. The method was used by Euler, clarified by Cauchy, and made completely rigorous by the convergence proofs of Poincare. A detailed treatment of this theory with convergence proofs for results much like Theorem 3.1 is given in


Another approach to the variational expansion method for nonlinear systems is discussed in


Therein functional expansions involving homogeneous terms are discussed in general and compared with functional expansions involving the Frechet differential. Then the homogeneous functional expansion is used to obtain the variational equations corresponding to a given state equation, and these variational equations are solved to obtain the kernels much as I have done. My use of the Kronecker product notation is an attempt to make the mechanics of the approach more explicit. But for rigor and completeness, consult these references.

Remark 3.4  A number of methods for computing kernels or transfer functions corresponding to given differential equations have been omitted from this chapter. One example is the method for computing kernels given in the paper by R. Flake mentioned in Remark 3.1. Another example is the procedure for computing triangular kernels given in


A method for calculating transfer functions which is much different from the growing exponential approach is discussed in


Remark 3.5  While the methods that have been discussed all solve more or less the same problem, there are important differences. A notable feature of the Carleman linearization approach for linear-analytic systems is that the kernels are prescribed in terms of a simple general form. That this general form involves quantities of very high dimension is clear, and it seems fair to say that the Carleman linearization method trades dimensionality for simplicity. Another feature is that the kernels are found in triangular form. This means, for example, that the Carleman linearization method can be used to find the regular kernels via
a simple variable change.

An appealing feature of the variational equation method is that the various degree subsystems are displayed in terms of interlocking differential equations. Also the dimensions of the quantities involved are much lower than in the Carleman linearization method. The biggest difficulty is the lack of a general form for the kernels. Not only can the kernels be difficult to compute, they are not triangular, symmetric, or regular.

The growing exponential approach is somewhat different from the others in that the symmetric transfer functions are obtained. Whether this is an advantage or disadvantage depends largely on the purpose of computing the input/output representation. The main advantage of the method seems to be that it is subtlety-free. The computations become lengthy, perhaps unwieldy, but they are of an extremely simple nature.

**Remark 3.6** Elementory discussions of frequency-modulation techniques and the phase-locked loop demodulation method can be found in many books on communications. See for example


Volterra series analysis of the phase-locked loop using, incidentally, the variational equation method, is discussed in


The pendulum example is discussed in


and in Chapter 8 of


3.8 Problems

3.1. If $A$ is a $3 \times 3$ matrix, show how to compute $A^{[2]}$ from $A^{(2)}$.

3.2. Find the first three kernels corresponding to the scalar state equation

$$\begin{align*}
\dot{x}(t) &= \cos[x(t)] + u(t) \\
y(t) &= x(t), \quad x(0) = \frac{\pi}{2}, \quad t \geq 0
\end{align*}$$

by both the Carleman linearization method, and the variational equation method. Find the first three symmetric transfer functions using the growing exponential method.

3.3. Suppose $x(t)$ satisfies the differential equation

$$\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ -a_0 & -a_1 \end{bmatrix} x(t), \quad x(0) = x_0$$

Find linear differential equations that are satisfied by $x^{(2)}(t)$ and $x^{[2]}(t)$.

3.4. Write the system described by

$$\begin{align*}
\dot{x}(t) &= u(t), \quad y(t) = x^2(t)
\end{align*}$$

as a bilinear state equation of the form (16).

3.5. Use the growing exponential method to find the first three symmetric transfer functions corresponding to the $N^{th}$-order differential equation:

$$y^{(N)}(t) + a_{N-1}y^{(N-1)}(t) + \cdots + a_0y(t) + \sum_{k=2}^{\infty} b_k y^k(t) = u(t)$$

3.6. Show that for a stationary state equation, the variational equation method implies that the system can be represented as an interconnection structured system.

3.7. Derive an expression for the kernels of the bilinear state equation using the variational equation method.

3.8. Consider the bilinear state equation with polynomial output,

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Dx(t)u(t) + bu(t) \\
y(t) &= c^1 x(t) + c_2 x^{(2)}(t) + \cdots + c_N x^{(N)}(t)
\end{align*}$$

Show how to rewrite this as a bilinear state equation in the form (16).
3.9. Locate a proof of the existence of solutions for linear state equations using the method of successive approximations. Using the successive approximations defined for the bilinear state equation,

\[ \dot{x}_0(t) = A(t)x_0(t) + b(t)u(t), \quad x_0(0) = 0 \]

\[ \dot{x}_j(t) = A(t)x_j(t) + D(t)x_{j-1}(t)u(t) + b(t)u(t), \quad x_j(0) = 0, \ j > 0 \]

rewrite the proof to show existence of solutions for the bilinear case.

3.10. Verify the Volterra system representation for bilinear state equations by differentiating the expression for \( z(t) \) in (22) and substituting into the differential equation in (17).

3.11. Show uniform convergence of the resubstitution procedure in the linear case (see (5)) by filling in the following outline. Assume \( A(t) \) is continuous on \([0, T]\), and assume the existence of a unique, continuous solution \( x(t) \) on \([0, T]\). Conclude that \[ \| A(t) \| \leq K_1, \]

\[ \| x(t) \| \leq K_2 \text{ for } t \in [0, T]. \]

Show that

\[ \left\| \int_0^t A(\sigma_1) \int_0^\sigma_1 A(\sigma_2) \cdots \int_0^{\sigma_n} A(\sigma_n)x(\sigma_n) \, d\sigma_n \cdots d\sigma_1 \right\| \leq \frac{K_1^nK_2T^n}{n!} \]

Conclude uniform convergence of the Peano-Baker series for \( \Phi(t, 0) \) on \([0, T]\).

3.12. Show that the bilinear state equation (16) can be written in the form

\[ \dot{x}_1(t) = A_1(t)x_1(t) + D_1(t)x_1(t)u(t) \]

\[ y(t) = c_1(t)x_1(t), \quad x_1(0) = x_{10} \]

by defining the state vector according to

\[ x_1(t) = \begin{bmatrix} 1 \\ x(t) \end{bmatrix} \]

Then show that (16) also can be written in the form

\[ \dot{z}(t) = D_2(t)z(t)u(t) \]

\[ y(t) = c_2(t)z(t), \quad z(0) = z_0 \]

3.13. Use Problem 3.12 to establish the form of the Volterra system representation, and the relevant convergence conditions, for a bilinear state equation using the following device. Let \( \Phi(t, \tau) \) be the transition matrix for \( u(t)D_2(t) \) and then write the solution of the system in terms of the Peano-Baker series for \( \Phi(t, \tau) \).

3.14. Compute the degree-5 symmetric transfer function for the pendulum system in
Example 3.8 using the growing exponential method.

3.15. Show that a degree-5 transfer function for the first-order phase-locked loop is

\[ H(s_1, \ldots, s_5) = H_1(s_1 + \cdots + s_5) \left( \frac{K}{2} H_1(s_1) H_1(s_2) H_{3_{sym}}(s_3, s_4, s_5) - \frac{K}{5!} H_1(s_1) \cdots H_1(s_5) \right) \]

3.16. From the general expression for the Volterra system representation of a bilinear state equation with constant coefficient matrices, derive a closed-form expression for the solution when \( A \) and \( D \) commute.

APPENDIX 3.1 Convergence of the Volterra Series Representation for Linear-Analytic State Equations

A sufficient condition for the existence of a convergent Volterra system representation for a system described by a linear-analytic state equation is stated in Theorem 3.1 at the beginning of Section 3.3. The purpose of this appendix is to give a detailed sketch of a proof of that theorem, and to point out that the proof also yields an interesting alternative statement of the convergence conditions. The proof uses the variational equation approach given in Section 3.4, although this is known in mathematics as the Poincare expansion.

I will begin by considering an analytic differential equation containing a real parameter \( \alpha \)

\[ \dot{x}(t) = f(x(t), t) + \alpha g(x(t), t), \quad t \geq 0, \quad x(0) = x_0 \]  

(1)

The assumptions are that \( f(x, t) \) and \( g(x, t) \) are \( n \times 1 \) analytic functions of \( x \) and continuous functions of \( t \) on \( \mathbb{R}^n \times [0, \infty) \). (Local versions of these assumptions can be used with no essential complications, but with some loss in simplicity of exposition. Specifically, it can be assumed that \( f(x, t) \) and \( g(x, t) \) are analytic for \( x \) in some neighborhood of the solution of (1) when \( \alpha = 0 \).) Assume that for \( \alpha = 0 \) the differential equation has a solution defined for \( t \in [0, T] \). Then the variable-change argument at the beginning of Section 3.3 can be applied, and it suffices to consider the case where \( x(0) = 0 \), and where the solution for \( \alpha = 0 \) is \( x(t) = 0 \) for all \( t \in [0, T] \). Thus it can be assumed that

\[ f(0,t) = 0, \quad t \in [0,T] \]  

Following the method in Section 3.4, an expansion in terms of the parameter \( \alpha \) (the parenthetical subscripts are used here to distinguish terms in the expansion from components of a vector),

\[ x(t) = \alpha x_{(1)}(t) + \alpha^2 x_{(2)}(t) + \cdots \]  

can be computed for the solution of the differential equation. The major part of this appendix is devoted to establishing the convergence of such an expansion. From this convergence result, the existence of a convergent Volterra series representation for \( x(t) \) will follow in a straightforward fashion.

Suppose that the \( n \) component functions \( f_j(x,t) \) of \( f(x,t) \) and \( g_j(x,t) \) of \( g(x,t) \) are represented by their power series expansions in \( x \) about \( x = 0 \). Then each scalar component of the right side of the vector differential equation (1) can be viewed as a power series in \( x \) and \( \alpha \), although only terms in \( \alpha^0 \) and \( \alpha \) occur, that converges for \( |\alpha| \leq K, |x_j| \leq r, \ j = 1,2, \ldots, n \). Here \( K \) is any positive number, and \( r \) is some sufficiently small positive number that is taken to be independent of \( j \) without loss of generality. Furthermore, a number \( M \) can be found such that whenever \( |x_j| \leq r, \ j = 1, \ldots, n, \) and \( t \in [0,T] \),

\[ |f_j(x,t)| \leq M, \quad |g_j(x,t)| \leq \frac{M}{K}, \quad j = 1, \ldots, n \]  

This implies, by the Cauchy bounds for analytic functions, that the various partial derivatives of \( f_j(x,t) \) and \( g_j(x,t) \) at \( x = 0 \) are bounded as follows. Using the superscript \( (i_1, \ldots, i_n) \) to denote

\[ \frac{\partial^{i_1+\cdots+i_n}}{\partial x_1^{i_1} \cdots \partial x_n^{i_n}} \]  

then, for \( t \in [0,T] \),

\[ |f_j^{(i_1, \ldots, i_n)}(0,t)| \leq \frac{i_1! \cdots i_n! M}{r_1^{i_1+\cdots+i_n}}, \quad i_1 + \cdots + i_n = 0,1,2, \ldots \]  

\[ |g_j^{(i_1, \ldots, i_n)}(0,t)| \leq \frac{i_1! \cdots i_n! M/K}{r_1^{i_1+\cdots+i_n}}, \quad i_1 + \cdots + i_n = 0,1,2, \ldots \]  

where each \( i_j \) is a nonnegative integer.

The bounds (6) can be used to select a dominating function as follows. Consider the real-valued function

\[ \phi(x,\alpha) = \frac{M}{K_1 r_1} \frac{(K_1 x_1 + \cdots + K_1 x_n + r_1 \alpha) (r_1 K_1 + K_1 x_1 + \cdots + K_1 x_n + r_1 \alpha)}{(r_1 K_1 - K_1 x_1 - \cdots - K_1 x_n - r_1 \alpha)} \]  

where \( r_1 < r \) and \( K_1 < K \) are positive numbers. This is an analytic function of \( x \) and \( \alpha \) that can be represented by its Taylor series expansion about \( x = 0, \alpha = 0 \). The series will
converge for, say, \( |x_j| < r_1/2n \), \( j = 1, \ldots, n \), and \( |\alpha| < K_1 \). Moreover, a simple calculation using (6) shows

\[
\phi^{(i_1, \ldots, i_n)}(0,0) \geq |f^{(i_1, \ldots, i_n)}(0,t)|, \quad t \in [0,T]
\]

\[
\frac{\partial}{\partial \alpha} \phi^{(i_1, \ldots, i_n)}(0,0) \geq |g^{(i_1, \ldots, i_n)}(0,t)|, \quad t \in [0,T]
\]

Thus every coefficient in the power series expansion of \( \phi(x, \alpha) \) about \( x = 0, \alpha = 0 \) is no less than the absolute value of the corresponding coefficient in the power series expansion of \( f_j(x,t) + \alpha g_j(x,t) \), for \( t \in [0,T] \).

Now consider the \( n \times 1 \) vector differential equation

\[
\frac{d}{dt} z(t) = \begin{bmatrix} \phi(z(t), \alpha) \\ \phi(z(t), \alpha) \end{bmatrix}, \quad z(0) = 0
\]

and suppose the solution can be expressed as a convergent Taylor series in \( \alpha \). Then, going through the procedure in Section 3.4 gives a method for calculating the terms in the expansion

\[
z(t) = \alpha z_{(1)}(t) + \alpha^2 z_{(2)}(t) + \cdots
\]

The coefficients in the differential equations for each component of \( z_{(j)}(t) \) in (10) are given by the coefficients in the power series expansion of \( \phi(z, \alpha) \), while the coefficients in the differential equations for each component of \( x_{(j)}(t) \) in (3) are given by the coefficients in the power series expansions of \( f_j(x,t) \) and \( g_j(x,t) \). It is straightforward to show from a comparison of these differential equations using (8) that each component of \( x_{(j)}(t) \) is bounded in absolute value by the corresponding component of \( z_{(j)}(t) \) for \( t \in [0,T] \). Thus, convergence of (10) for some range of \( \alpha \) implies convergence of (3) for the same range of \( \alpha \).

To find the radius of convergence of (10), I will carry through the details concerning the solution of (9) and then consider the expansion of this solution in a power series in \( \alpha \). The solution \( z(t) \) will have all components identical so that the change of variables

\[
z_1(t) = \cdots = z_n(t) = \frac{r_1}{n} \left[ w(t) - \frac{\alpha}{K_1} \right]
\]

can be performed. That is,

\[
w(t) = \frac{n}{r_1} z_j(t) + \frac{\alpha}{K_1}, \quad j = 1, \ldots, n
\]

Then the new variable \( w(t) \) satisfies the scalar differential equation

---

2 This is shown in detail for the case \( n = 2 \) in Davies and James’s *Nonlinear Differential Equations.*
\[ \dot{w}(t) = \frac{nM}{r_1} \cdot w(t)[1 + w(t)][1 - w(t)]^{-1}, \quad w(0) = \frac{\alpha}{K_1} \]  

(13)

The scalar equation can be solved by separation of variables, and the solution is given by

\[ w(t) = \frac{1 - \frac{\alpha}{K_1} e^{-\frac{nM}{r_1} t}}{2\frac{\alpha}{K_1} e^{-\frac{nM}{r_1} t}} \cdot \left[ 1 + \frac{\alpha}{K_1} - [(1 + \frac{\alpha}{K_1})^2 - 4\frac{\alpha}{K_1} e^{-\frac{nM}{r_1} t}]^{1/2} \right] \]  

(14)

This solution can be expanded in a power series in \( \alpha \) about \( \alpha = 0 \), and the radius of convergence is determined by the requirement that

\[ (1 + \frac{\alpha}{K_1})^2 - 4\frac{\alpha}{K_1} e^{-\frac{nM}{r_1} t} \geq 0 \]  

(15)

Adding

\[ \frac{nM}{r_1} t \]  

\[ 4e^{-\frac{nM}{r_1} t} - 4e^{-\frac{nM}{r_1} t} \]

to both sides gives

\[ [1 + \frac{\alpha}{K_1} - 2e^{-\frac{nM}{r_1} t}]^2 \geq 4e^{-\frac{nM}{r_1} t} - 4e^{-\frac{nM}{r_1} t} \]

from which

\[ \frac{\alpha}{K_1} \leq -1 + 2e^{-\frac{nM}{r_1} t} - 2(e^{-\frac{nM}{r_1} t} - e^{-\frac{nM}{r_1} t})^{1/2} \]

Further manipulation yields

\[ \frac{\alpha}{K_1} \leq \frac{1 - (1 - e^{-\frac{nM}{r_1} t})^{1/2} \cdot \left( 1 + (1 - e^{-\frac{nM}{r_1} t})^{1/2} \right)} {1 - (1 - e^{-\frac{nM}{r_1} t})^{1/2}} \]  

(16)

This condition gives that the solution of the scalar differential equation (13), and thus the solution of the vector differential equation (9), can be expanded in a power series in \( \alpha \) that converges for

\[ |\alpha| < K_1 \frac{1 - (1 - e^{-\frac{nM}{r_1} t})^{1/2}} {1 + (1 - e^{-\frac{nM}{r_1} t})^{1/2}} \]  

(17)

Of course, since the series expansion of the solution is unique, (17) gives a condition for convergence of (10).

The condition (17) for convergence of the variational expansion can be viewed in two ways. For the specified time interval \([0, T]\), (17) gives that the expansion (3) will
converge if $\alpha$ is sufficiently small. On the other hand, for a specified value of $\alpha$, (17) gives that the expansion will converge for $T$ sufficiently small. These two interpretations can be carried through the following application to linear-analytic state equations, although I shall explicitly deal only with the first.

Now consider a linear-analytic state equation

$$\dot{x}(t) = a(x(t),t) + b(x(t),t)u(t), \quad x(0) = x_0$$

(18)

Suppose that the class of input signals is composed of continuous functions $u(t)$ for $t \in [0,T]$, that satisfy $|u(t)| \leq \alpha$. For any such input, setting

$$f(x,t) = a(x,t), \quad \alpha g(x,t) = b(x,t)u(t)$$

(19)

permits application of the convergence result to conclude that the variational expansion for (18) converges for $t \in [0,T]$ so long as $\alpha$ is sufficiently small. Following the process given in Section 3.4 for replacing the $k^{th}$ term in the variational expansion by a degree-$k$ homogeneous integral representation completes the argument needed to prove:

**Theorem A3.1** Suppose a solution to the unforced linear-analytic state equation (18) exists for $t \in [0,T]$. Then there exists an $\alpha > 0$ such that for all continuous input signals satisfying $|u(t)| < \alpha$, $t \in [0,T]$, there is a Volterra series representation for the solution of the state equation.
CHAPTER 4

REALIZATION THEORY

The realization problem for a given input/output representation can be viewed as the reverse of the problem considered in Chapter 3. That is, realization theory deals with computing and characterizing the properties of state-equation representations that correspond to a specified homogeneous, polynomial, or Volterra system. Of course, the specified system is assumed to be described in terms of a set of kernels or transfer functions. In particular, most of the discussion here will be for stationary systems described by the regular kernel or regular transfer function representation.

After a review of linear realization theory, realizability conditions and procedures for computing bilinear state equation realizations will be discussed for stationary homogeneous systems. Then stationary polynomial and Volterra systems will be addressed. Following a discussion of structural properties of bilinear state equations, realizability conditions for nonstationary systems in terms of (nonstationary) bilinear state equations are considered. Throughout the development, only finite-dimensional realizations are of interest - infinite-dimensional realizations are ruled out of bounds. Furthermore, emphasis is placed on the construction and properties of minimal-dimension bilinear realizations.

4.1 Linear Realization Theory

The basic realization problem in linear system theory can be stated as follows. Given a linear-system transfer function $H(s)$, find a finite-dimensional linear state equation, called a linear realization in this context, that has $H(s)$ as its transfer function. The linear state equations of interest take the form

$$\dot{x}(t) = Ax(t) + bu(t), \quad t \geq 0$$

$$y(t) = cx(t), \quad x(0) = 0$$

(1)
where $x(t)$ is the $m \times 1$ state vector, for each $t$ an element of the state space $R^m$, and $u(t)$ and $y(t)$ are scalars. A direct transmission term, $du(t)$, can be added to the output equation without changing the basic development, but that will not be done here. For economy, the linear state equation (1) will be denoted by $(A, b, c, R^m)$.

It is natural to consider the realization problem in two parts. First, find necessary and sufficient conditions on $H(s)$ for linear realizability. That is, find conditions such that a linear realization (finite dimension) exists for the given system. Second, for a linear realizable system find a method for computing $A$, $b$, and $c$. Usually it is of interest to find a minimal linear realization; a realization with dimension $m$ as small as possible.

The linear-realizability question is very simple, as the reader is no doubt aware. It is clear that strictly-proper rationality of the transfer function $H(s)$ is a necessary condition for linear realizability of the system, since the transfer function for (1) is the strictly proper rational function $c(sI - A)^{-1}b$. This condition also is sufficient, as can be shown by using well known forms of the state equation (1), which can be written by inspection from the coefficients of $H(s)$. While this familiar development could be pursued to the construction of minimal linear realizations, I will review a different approach, one that extends more easily to the nonlinear case. In fact, because of the similarity of ideas in the linear and nonlinear realization theories, the review of the linear case will be more detailed than usual.

Using the well known series expansion
\[
(sI - A)^{-1} = Is^{-1} + As^{-2} + A^2s^{-3} + \cdots
\] (2)
the transfer function of the linear state equation (1) can be written as a negative power series
\[
c(sI - A)^{-1}b = cbs^{-1} + cAbs^{-2} + cA^2bs^{-3} + \cdots
\] (3)
(For simplicity of notation, I leave the dimension of identity matrices to be fixed by conformability requirements.) This makes clear the fact that for linear realizability it suffices to consider only those transfer functions $H(s)$ that can be represented by a negative power series of the form
\[
H(s) = h_0s^{-1} + h_1s^{-2} + h_2s^{-3} + \cdots
\] (4)
In other words, only transfer functions that are analytic at infinity and that have a zero at infinity need be considered. Comparison of (3) and (4) shows that, from the series viewpoint, the basic mathematical problem in linear realization theory involves finding matrices $A$, $b$, and $c$, of dimensions $m \times m$, $m \times 1$, and $1 \times m$ such that
\[
cA^jb = h_j, \quad j = 0, 1, 2, \cdots
\] (5)

The first step in solving this basic problem will be to construct a particularly simple abstract realization. That is, a realization wherein $A$, $b$, and $c$ are specified as linear operators involving a specially chosen linear space as the state space. Then matrix representations can be computed for these linear operators when the state space is replaced by $R^m$. 
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Suppose $V(s)$ is any negative power series of the form

$$V(s) = v_0 s^{-1} + v_1 s^{-2} + v_2 s^{-3} + \cdots$$  \hspace{1cm} (6)

A shift operator $S$ is defined according to

$$SV(s) = v_1 s^{-1} + v_2 s^{-2} + v_3 s^{-3} + \cdots$$  \hspace{1cm} (7)

In words, the action of the shift operator is to slide the coefficients of the series one position to the left while dropping the original left-most coefficient. Clearly $SV(s)$ is a negative power series so that the shift operator can be applied repeatedly. The usual notation $S^j V(s)$ is used to denote $j$ applications of $S$.

Using the shift operator and a given transfer function $H(s)$, a linear space of negative power series over the real field, with the usual definitions of addition and scalar multiplication, can be specified as follows. Let

$$U = \text{span} \{ H(s), SH(s), S^2 H(s), \cdots \}$$  \hspace{1cm} (8)

Clearly the shift operator is a linear operator on $U$, $S:U \rightarrow U$. Now define the initialization operator $L:R \rightarrow U$ to be the linear operator specified by the given transfer function (viewed as a series), so that for any real number $r$,

$$Lr = H(s)r$$  \hspace{1cm} (9)

Finally, define the evaluation operator $E:U \rightarrow R$ by

$$EV(s) = E(v_0 s^{-1} + v_1 s^{-2} + \cdots) = v_0$$  \hspace{1cm} (10)

where $V(s)$ is any element of $U$.

I should point out that when $H(s)$ is viewed as the function given by the sum of the negative power series, the shift operator and the space $U$ can be reinterpreted. Indeed, when $V(s)$ is a function corresponding to a negative power series in $s$,

$$SV(s) = sV(s) - [sV(s)] \bigg|_{s=\infty}$$

$$EV(s) = [sV(s)] \bigg|_{s=\infty}$$  \hspace{1cm} (11)

and $U$ becomes a linear space of functions of $s$. Although the negative power series representation is often most convenient to demonstrate properties and prove results, the interpretation in (11) is usually better for the examples and problems in the sequel.

It is very simple to demonstrate that the linear operators $S$, $L$, and $E$ form an abstract realization on the linear space $U$. This is called the shift realization, and it is written as $(S,L,E,U)$. The verification of the realization involves nothing more than the calculations:
\[ ES^0L = EH(s) = E(h_0s^{-1} + h_1s^{-2} + \cdots) = h_0 \]

\[ ESL = ESH(s) = E(h_1s^{-1} + h_2s^{-2} + \cdots) = h_1 \]

\[ ES^2L = ES(h_1s^{-1} + h_2s^{-2} + \cdots) \]

\[ = E(h_2s^{-2} + h_3s^{-3} + \cdots) = h_2 \]  \hspace{1cm} (12)

and so on. The appropriate interpretation here is that each constant \( h_j \) represents a linear operator, \( h_j:R \to R \), which is given by the composition of linear operators \( E, S^j, \) and \( L \).

To find a concrete (unabstract) realization of the form (1), it remains to replace \( U \) by a linear space \( R^m \), and to find matrix representations for the operators \( S, L, \) and \( E \) with respect to this replacement. There are many ways to do this, each of which gives a different matrix structure for the realization. But central to the replacement is the following result, the proof of which exhibits one particular construction of a realization.

**Theorem 4.1**  A linear system described by the transfer function \( H(s) \) is linear realizable if and only if \( U \) is finite dimensional. Furthermore, if the system is linear realizable, then \((S,L,E,U)\) is a minimal linear realization.

**Proof**  Suppose \( H(s) \) is linear realizable, and that \((A,b,c,R^m)\) is any linear realization of \( H(s) \). Letting \( W \) be the linear space of all negative power series, define a linear operator \( \Phi:R^m \to W \) according to

\[ \Phi(x) = cxs^{-1} + cAx^2s^{-2} + cA^2xs^{-3} + \cdots \]

Clearly \( H(s) \in R[\Phi] \) since

\[ \Phi(b) = cbs^{-1} + cAbs^{-2} + cA^2bs^{-3} + \cdots \]

Also, from

\[ \Phi(A^j b) = cA^j bs^{-1} + cA^{j+1}bs^{-2} + cA^{j+2}bs^{-3} + \cdots \]

\[ = S^j H(s) \]

it is clear that \( S^j H(s) \in R[\Phi] \). Thus \( U \subset R[\Phi] \), and it follows that dimension \( U \leq m \) since \( \Phi \) is a linear operator on an \( m \)-dimensional space. Moreover, this argument shows that the dimension of \( U \) is less than or equal to the state-space dimension of any linear realization of \( H(s) \). Thus \((S,L,E,U)\) is a minimal-dimension linear realization.

Now suppose that \( U \) has finite dimension \( m \). Then Problem 4.3 shows that

\[ H(s), SH(s), S^2H(s), \ldots, S^{m-1} H(s) \]

is a basis for \( U \), and thus \( U \) can be replaced by \( R^m \) by choosing the standard ordered basis vectors \( e_j \in R^m \) according to
Writing $S^m H(s)$ as a linear combination of $H(s)$, $SH(s)$, $\ldots$, $S^{m-1} H(s)$, say

$$S^m H(s) = \sum_{j=0}^{m-1} r_{m-1-j} S^j H(s)$$

the shift operator can be represented on $\mathbb{R}^m$ by the $m \times m$ matrix

$$A = \begin{bmatrix}
0 & 0 & \cdots & 0 & r_{m-1} \\
1 & 0 & \cdots & 0 & r_{m-2} \\
0 & 1 & \cdots & 0 & r_{m-3} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \cdots & \cdots & 1 & r_0
\end{bmatrix}$$

Viewing the initialization operator as $L: \mathbb{R} \rightarrow \mathbb{R}^m$, it is clear that $L$ can be represented by the $m \times 1$ vector corresponding to $H(s)$:

$$b = e_1 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}$$

Finally, the evaluation operator can be viewed as $E: \mathbb{R}^m \rightarrow \mathbb{R}$, and a matrix representation can be computed as follows. By the correspondence between $U$ and $\mathbb{R}^m$, it is clear that $E e_{j+1} = h_j$ for $j = 0, 1, 2, \ldots, m-1$, and thus $E$ is represented by

$$c = [ h_0 \ h_1 \ \cdots \ h_{m-1} ]$$

This construction of a realization completes the proof.

Before presenting an example, it is appropriate to use the shift realization formulation to recover the well known result on rationality mentioned at the beginning of this section. There are more direct proofs, but the one given here should clarify the nature of the linear space $U$.

**Theorem 4.2** A linear system described by the transfer function $H(s)$ is linear realizable if and only if $H(s)$ is a strictly proper rational function.

**Proof** If $H(s)$ is the strictly proper rational function

$$H(s) = \frac{b_{m-1}s^{m-1} + b_{m-2}s^{m-2} + \cdots + b_0}{s^m + a_{m-1}s^{m-1} + \cdots + a_0}$$

then, from (11),

$$e_1 = H(s), \ e_2 = SH(s), \ldots, \ e_m = S^{m-1} H(s)$$
\[ \begin{align*}
S H (s) &= \frac{b_{m-1} s^m + b_{m-2} s^{m-1} + \cdots + b_0 s}{s^m + a_{m-1} s^{m-1} + \cdots + a_0} - b_{m-1} \\
&= \frac{(b_{m-2} - b_{m-1} a_{m-1}) s^{m-1} + (b_{m-3} - b_{m-1} a_{m-2}) s^{m-2} + \cdots + (-b_{m-1} a_0)}{s^m + a_{m-1} s^{m-1} + \cdots + a_0}
\end{align*} \]

Similarly,
\[
S^2 H (s) = \frac{(b_{m-3} - b_{m-1} a_{m-2} - b_{m-2} a_{m-1} + b_{m-1} a_{m-2}^2) s^{m-1} + \cdots + (-b_{m-2} a_0 + b_{m-1} a_{m-1} a_0)}{s^m + a_{m-1} s^{m-1} + \cdots + a_0}
\]

It should be clear from just these two calculations that for any \( j \geq 0 \), \( S^j H (s) \) is a strictly proper rational function with the same denominator as \( H (s) \). Only the numerator polynomial changes with application of the shift operator. Thus every element in \( U \) can be viewed as a rational function which is strictly proper with the same denominator. Only the numerator polynomial can differ from element to element. Since polynomials of degree at most \( m - 1 \) form a linear space of dimension at most \( m \), it follows that dimension \( U \leq m \), and thus that \( H (s) \) is linear realizable. The proof of the converse, as mentioned at the beginning of the section, follows by calculation of the transfer function for a linear state equation.

**Example 4.1** For the strictly proper rational transfer function
\[
H (s) = \frac{4s^2 + 7s + 3}{s^3 + 4s^2 + 5s + 2}
\]
simple calculations give
\[
S H (s) = \frac{4s^3 + 7s^2 + 3s}{s^3 + 4s^2 + 5s + 2} - 4 = \frac{-9s^2 - 17s - 8}{s^3 + 4s^2 + 5s + 2}
\]
and
\[
S^2 H (s) = \frac{-9s^3 - 17s^2 - 8s}{s^3 + 4s^2 + 5s + 2} + 9 = \frac{19s^2 + 37s + 18}{s^3 + 4s^2 + 5s + 2}
\]
It is clear that \( H (s) \) and \( S H (s) \) are linearly independent in \( U \), but one more calculation shows that
\[
S^2 H (s) = -3S H (s) - 2H (s)
\]
Thus \( U \) can be replaced by \( R^2 \) by choosing the standard ordered basis elements according to
\[
\begin{bmatrix} 1 \\ 0 \end{bmatrix} = H (s), \quad \begin{bmatrix} 0 \\ 1 \end{bmatrix} = S H (s)
\]
A matrix representation for the initialization operator on this basis clearly is
Also, since the matrix representation for the shift operator must satisfy
\[
A \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad A \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} -2 \\ -3 \end{bmatrix}
\]
it follows that
\[
A = \begin{bmatrix} 0 & -2 \\ 1 & -3 \end{bmatrix}
\]
Finally, since \( EH(s) = 4 \) and \( ESH(s) = -9 \), a matrix representation for the evaluation operator is
\[
c = \begin{bmatrix} 4 & -9 \end{bmatrix}
\]
That a dimension-2 realization has been obtained for a degree-3 transfer function can be explained by factoring the numerator and denominator of \( H(s) \) to write
\[
H(s) = \frac{(4s+3)(s+1)}{(s+2)(s+1)^2}
\]
The linear independence calculations involved in constructing the shift realization "automatically" canceled the common factor in the numerator and denominator.

The realization theory just presented can be rephrased to yield a well known rank condition test for realizability. Viewing \( U \) as a linear space of negative power series, each element
\[
S^j H(s) = h_j s^{-1} + h_{j+1} s^{-2} + h_{j+2} s^{-3} + \cdots, \quad j = 0, 1, 2, \cdots
\]
can be replaced by the corresponding sequence of coefficients
\[
( h_j, h_{j+1}, h_{j+2}, \cdots ), \quad j = 0, 1, 2, \cdots
\]
Then it is clear that \( U \) is finite dimensional if and only if only a finite number of these sequences are linearly independent. Arranging this idea in an orderly fashion, and including the fact that the dimension of \( U \) is the dimension of the minimal linear realizations of \( H(s) \), gives a familiar result in linear system theory.

**Theorem 4.3** A linear system described by the transfer function \( H(s) \) in (4) is linear realizable if and only if the \textit{Behavior matrix}
\[
B_H = \begin{bmatrix}
h_0 & h_1 & h_2 & \cdots \\
h_1 & h_2 & h_3 & \cdots \\
h_2 & h_3 & h_4 & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]
has finite rank. Furthermore, for a linear-realizable system the rank of \( B_H \) is the dimension of the minimal linear realizations of \( H(s) \).
I could go on from here to outline the construction of minimal realizations directly from the Behavior matrix. But this is intended to be a brief review, so all of that will be left to the references. I will also omit reviewing the equivalence properties of minimal linear realizations of a given $H(s)$, and the connections with the concepts of reachability and observability. These topics will arise in Section 4.4 in conjunction with bilinear realizations, and taking $D = 0$ in that material captures most of the linear theory here being skipped.

However, before leaving the topic of stationary linear realization theory, I should point out that little changes if the starting point is a given kernel, instead of a given transfer function. Since a strictly proper rational transfer function corresponds precisely to a kernel of the exponential form

$$h(t) = \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} t^{i-1} e^{\lambda_{ij}t}, \quad t \geq 0$$  \hfill (16)$$

it is clear that $h(t)$ is realizable by a linear state equation if and only if it has the form (16). To proceed via the shift realization approach, note that a given kernel can be assumed to be analytic for $t \geq 0$, for otherwise it is clear that it cannot be realizable by a linear state equation. Expanding $h(t)$ in a power series about $t = 0$, the Laplace transform of $h(t)$ can be written in the form

$$L[h(t)] = \int_0^\infty h(t)e^{-st} dt$$

$$= h(0) \int_0^\infty e^{-st} dt + h^{(1)}(0) \int_0^\infty \frac{t}{1!} e^{-st} dt + h^{(2)}(0) \int_0^\infty \frac{t^2}{2!} e^{-st} dt + \cdots$$

$$= h(0)s^{-1} + h^{(1)}(0)s^{-2} + h^{(2)}(0)s^{-3} + \cdots$$  \hfill (17)$$

where

$$h^{(j)}(0) = \frac{d^j}{dt^j} h(t) \bigg|_{t=0}$$

Thus, the entries in (4) are specified by the derivatives of the kernel evaluated at 0, $h_j = h^{(j)}(0)$. From this point, construction of the shift realization proceeds just as before.

For multi-input, multi-output linear systems, the theory of realization becomes more subtle. Although only single-input, single-output systems are under consideration in this book, the basic linear realizability result for the multivariable case will arise as a technical consideration in Section 4.2. Therefore, a brief comment is appropriate.

Consider the linear state equation

$$\dot{x}(t) = Ax(t) + Bu(t), \quad t \geq 0$$

$$y(t) = Cx(t), \quad x(0) = 0$$  \hfill (18)$$

where $x(t)$ is $m \times 1$, the input $u(t)$ is an $r \times 1$ vector, and $y(t)$ is a $q \times 1$ vector. The
corresponding transfer function is the $q \times r$ matrix
\[
H(s) = C(sI - A)^{-1}B
\] (19)

**Theorem 4.4** Suppose a linear system is described by the $q \times r$ transfer function matrix $H(s)$. Then the system is realizable by a finite-dimensional linear state equation of the form (18) if and only if $H(s)$ is a strictly proper rational matrix. That is, if and only if each element $H_{ij}(s)$ of $H(s)$ is a strictly proper rational function.

The necessity portion of Theorem 4.4 is clear upon writing $(sI - A)^{-1}$ in the classical adjoint over determinant form. Sufficiency is equally easy: each strictly proper, rational $H_{ij}(s)$ can be realized by a state equation of the form (1), and then all these state equations can be combined to give an $r$-input, $q$-output state equation of the form (18). It is in the question of minimal-dimension realizations that things get more difficult, but these issues will not arise in the sequel and so they will be ignored here.

The question of realizability is of interest for nonstationary systems also. Recalling the definitions of stationarity and separability in Chapter 1, the results will be stated in terms of the input/output representation
\[
y(t) = \int_{-\infty}^{\infty} h(t, \sigma)u(\sigma) d\sigma
\] (20)

In the nonstationary case, a linear state equation realization with time-variable coefficients will be of interest,
\[
\dot{x}(t) = A(t)x(t) + b(t)u(t)
\]
\[
y(t) = c(t)x(t)
\] (21)

It is convenient for technical reasons to require that $A(t)$, $b(t)$, and $c(t)$ be continuous matrix functions. That is, each entry in these coefficient matrices is a continuous function.

**Theorem 4.5** The kernel $h(t, \sigma)$ is realizable by a finite-dimensional, time-variable linear state equation if and only if it is separable.

**Proof** If the kernel is linear realizable, and (21) is a realization of $h(t, \sigma)$, then
\[
h(t, \sigma) = c(t)\Phi(t, \sigma)b(\sigma)
\]
Writing
\[
c(t)\Phi(t, 0) = [v_{01}(t) \cdots v_{0n}(t)] \quad \Phi(0, \sigma)b(\sigma) = \begin{bmatrix} v_{11}(\sigma) \\ \vdots \\ v_{1n}(\sigma) \end{bmatrix}
\]
shows that $h(t, \sigma)$ is of the separable form
The continuity required by separability is furnished by the continuity assumptions on the linear state equation.

Now suppose \( h(t, \sigma) \) is separable and, in fact, is given by (22). (Since \( h(t, \sigma) \) is real-valued, it can be assumed that each \( v_{ji}(.) \) is real.) Then setting

\[
A(t) = 0, \quad b(t) = \begin{bmatrix} v_{11}(t) \\ \vdots \\ v_{1n}(t) \end{bmatrix}, \quad c(t) = [v_{01}(t) \ \cdots \ \ v_{0n}(t)]
\]

in (21) gives a realization for \( h(t, \sigma) \). Notice that this realization has continuous coefficient matrices since separability implies that \( v_{0i}(t) \) and \( v_{1j}(\sigma) \) in (22) are continuous.

An obvious question, and the one of most interest here, deals with when a kernel \( h(t, \sigma) \) can be realized by a constant-parameter linear state equation. In other words, when is an input/output representation written in nonstationary form actually realizable by a stationary system?

**Theorem 4.6** The kernel \( h(t, \sigma) \) is realizable by a finite-dimensional, constant-parameter linear state equation if and only if it is stationary and differentiably separable.

**Proof** Necessity of the conditions follows directly from the form of \( h(t, \sigma) \) given by a constant-parameter realization. The sufficiency proof is more subtle, and so I will begin by considering the special case where the kernel is stationary, differentiably separable, and of the form

\[
h(t, \sigma) = v_0(t)v_1(\sigma)
\]

where \( v_0(t) \) and \( v_1(\sigma) \) are (necessarily) real, differentiable functions. The first step is to pick \( T > 0 \) so that

\[
q_1 = \int_{-T}^{T} v_0^2(t) \, dt > 0
\]

Of course, it can be assumed that such \( T \) exists, for otherwise \( h(t, \sigma) = 0 \) and the theorem is uninteresting. Now, by stationarity, \( h(t, \sigma) = h(0, \sigma-t) \) so that

\[
\frac{d}{d\sigma} h(t, \sigma) + \frac{d}{dt} h(t, \sigma) = 0
\]

or

\[
v_0(t)\dot{v}_1(\sigma) + \dot{v}_0(t)v_1(\sigma) = 0
\]

Multiplying this equation by \( v_0(t) \) and integrating with respect to \( t \) from \(-T\) to \( T \) gives
\[ q_1 \dot{v}_1(\sigma) + r_1 v_1(\sigma) = 0 \]

where

\[ r_1 = \int_{-T}^{T} v_0(t) \dot{v}_0(t) \, dt \]

But \( q_1 > 0 \) so that the differential equation is nontrivial, and thus \( v_1(\sigma) \) is the exponential

\[ v_1(\sigma) = v_1(0) e^{-(r_1/q_1)\sigma} \]

Then the stationarity condition gives

\[ v_0(t) = v_0(0) e^{(r_1/q_1)t} \]

from which it follows that

\[ h(t, \sigma) = v_0(0)v_1(0)e^{(r_1/q_1)(t-\sigma)} \]

In other words, if a kernel is stationary, differentiably separable, and single-term, then it must be a simple exponential. Clearly this kernel is realizable by a linear state equation. To complete the proof, the case where the kernel takes the more general form in (22) must be considered. If each \( v_{0i}(t) \) and \( v_{1i}(t) \) is real-valued, this is easy since an additive parallel connection of linear state equations can be represented by a linear state equation. If some of the functions in (22) are complex-valued, then it is left to the reader to show that, since conjugates must be included, a linear state equation realization with real coefficient matrices can be found.

### 4.2 Realization of Stationary Homogeneous Systems

For a specified homogeneous nonlinear system, the problem that will be discussed here is the problem of finding realizations in the form of bilinear state equations. That is, state equations of the form

\[ \dot{x}(t) = A x(t) + D x(t)u(t) + b u(t) \]

\[ y(t) = c x(t), \quad t \geq 0, \quad x(0) = 0 \]  \hspace{1cm} (23)

where \( x(t) \) is the \( m \times 1 \) state vector, for each \( t \) an element of the state space \( \mathbb{R}^m \), and the input and output are scalars. (Again, much of the theory generalizes neatly to the multi-input, multi-output case.) The choice of zero initial state reflects an interest in the simplest kind of input/output behavior, although the \( x(0) \neq 0 \) case can be developed in a similar manner if \( x(0) \) is an equilibrium state.

Of course, a bilinear state equation in general does not have a homogeneous input/output representation. Thus, the results in this section involve rather specialized bilinear state equations. Also, the bilinear realization problem for homogeneous systems is subsumed by the theory of Section 4.3 for polynomial and Volterra systems. The intent of the discussion here is to provide a leisurely introduction to the ideas, and to establish
The input/output representation to be used in conjunction with (23) is derived in Chapter 3. There it is shown that the bilinear state equation (23) can be described by a Volterra system representation in which the degree-$n$ subsystem can be written in the (nonstationary) triangular form

$$y_n(t) = \int_0^t \int_0^{\sigma_1} \cdots \int_0^{\sigma_{n-1}} h(t, \sigma_1, \ldots, \sigma_n) u(\sigma_1) \cdots u(\sigma_n) d\sigma_n \cdots d\sigma_1$$

(24)

where the kernel is given by

$$h(t, \sigma_1, \ldots, \sigma_n) = c e^{A(t-\sigma_1)} D e^{A(\sigma_1-\sigma_2)} D \cdots D e^{A(\sigma_{n-1}-\sigma_n)} b,$$

$$t \geq \sigma_1 \geq \cdots \geq \sigma_n \geq 0$$

(25)

For the purposes of developing a bilinear realization theory, the main emphasis will be on the regular kernel and regular transfer function. To obtain the regular kernel from (25), the first step is to impose stationarity as prescribed in Section 1.2. This gives a stationary triangular kernel:

$$g_{tri}(\sigma_1, \ldots, \sigma_n) = h(0, -\sigma_1, \ldots, -\sigma_n)$$

$$= c e^{A\sigma_1} D e^{A(\sigma_2-\sigma_1)} D \cdots D e^{A(\sigma_n-\sigma_{n-1})} b,$$

$$\sigma_n \geq \sigma_{n-1} \geq \cdots \geq \sigma_1 \geq 0$$

(26)

Rewriting (26) as a triangular kernel over the "first" triangular domain gives

$$h_{tri}(t_1, \ldots, t_n) = c e^{A t_n} D e^{A(t_{n-1}-t_n)} D \cdots D e^{A(t_1-t_2)} b,$$

$$t_1 \geq t_2 \geq \cdots \geq t_n \geq 0$$

(27)

Thus, the regular kernel for the degree-$n$ homogeneous subsystem corresponding to the bilinear state equation (23) is of the form

$$h_{reg}(t_1, \ldots, t_n) = c e^{A t_n} D e^{A(t_{n-1}-t_n)} D \cdots D e^{A t_1} b$$

(28)

Of course, when written out in scalar terms the form of $h_{reg}(t_1, \ldots, t_n)$ is much messier. Indeed, taking into account the kinds of terms that can appear in a matrix exponential shows that the regular kernel corresponding to a bilinear state equation can be written in the form

$$h_{reg}(t_1, \ldots, t_n) = \sum_{i_1=1}^{m_1} \sum_{j_1=1}^{\mu_1} \cdots \sum_{i_n=1}^{m_n} \sum_{j_n=1}^{\mu_n} \sum d_{i_1 \cdots i_n}^{j_1 \cdots j_n}$$

$$\frac{t_1^{j_1-1} \cdots t_n^{j_n-1}}{(j_1-1)! \cdots (j_n-1)!} e^{-\lambda_{i_1} t_1} \cdots e^{-\lambda_{i_n} t_n}$$

(29)

The various coefficients and exponents in this expression can be complex, but since the regular kernel is real, well known conjugacy conditions must be satisfied.
Clearly the regular kernels for a bilinear state equation are of a particularly simple form. And taking the Laplace transform of (28) shows that the regular transfer functions also have a simple form, namely

\[ H_{\text{reg}}(s_1, \ldots, s_n) = c(s_n I - A)^{-1} D (s_{n-1} I - A)^{-1} \cdots D (s_1 I - A)^{-1} b \] (30)

Writing each \((s_j I - A)^{-1}\) as the classical adjoint over the determinant shows that each regular transfer function for a bilinear state equation is a strictly proper rational function in that the numerator polynomial degree in each variable is (strictly) less than the denominator polynomial degree in that variable. Furthermore, \(H_{\text{reg}}(s_1, \ldots, s_n)\) has the very special property that the denominator polynomial can be expressed as a product of (real-coefficient) single-variable polynomials, so that the regular transfer functions for a bilinear state equation can be written in the form

\[ H_{\text{reg}}(s_1, \ldots, s_n) = \frac{P(s_1, \ldots, s_n)}{Q_1(s_1) \cdots Q_n(s_n)} \] (31)

A rational function of this form will be called a recognizable function, following the terminology of automata theory. (Of course, a recognizable function can be made to appear unrecognizable by the insertion of a common factor, for example \((s_1 + s_2)\), in the numerator and denominator polynomials. However, I will use the terminology in a manner that implicitly assumes such silliness is removed.)

The bilinear realization problem will be discussed here in terms of a given degree-\(n\) homogeneous system described by the regular transfer function. It is left understood that all the regular transfer functions of degree \(\neq n\) are zero.

What has been shown to this point is that for a stationary, degree-\(n\) homogeneous system to be bilinear realizable, it is necessary that the regular transfer function be a strictly proper, recognizable function. That is, it is necessary that the regular kernel have the exponential form (28) or, equivalently, (29). The following argument shows that the condition on the regular transfer function also is sufficient for bilinear realizability of the system. In terms of the time-domain representation, this means that the exponential form of the regular kernel is necessary and sufficient for bilinear realizability of the system.

So, suppose that a degree-\(n\) homogeneous system is described by a strictly proper, recognizable, regular transfer function of the form (31), where

\[ P(s_1, \ldots, s_n) = \sum_{i_1=0}^{m_1-1} \cdots \sum_{i_n=0}^{m_n-1} p_{i_1, \ldots, i_n} s_1^{i_1} \cdots s_n^{i_n} \] (32)

and where \(Q_j(s_j)\) is a monic polynomial of degree \(m_j, j = 1, \ldots, n\). In order to construct a corresponding bilinear realization, it is convenient to write the numerator in a matrix factored form

\[ P(s_1, \ldots, s_n) = S_n S_{n-1} \cdots S_1 P \] (33)

where each \(S_j\) is a matrix with entries that involve only the variable \(s_j\), and \(P\) is a vector of coefficients from \(P(s_1, \ldots, s_n)\). This corresponds in the \(n = 1\) case to writing a polynomial as a product of a row vector of variables \([1 s s^2 \cdots s^{m_1-1}]\) and a column vector...
of coefficients \([p_0 \ p_1 \ldots \ p_{m-1}]\). Before giving the somewhat messy prescription for (33) in the general case, an example will show just how simple the construction is.

**Example 4.2** For the polynomial

\[ P(s_1, s_2, s_3) = s_1 s_2 s_3 + s_1 s_2 + s_1 s_3 + s_2 s_3 + s_2 + 1 \]

it is a simple matter to factor out the dependence on \(s_3\) by writing

\[ P(s_1, s_2, s_3) = [1 \ s_3] \begin{bmatrix} s_1 s_2 + s_2 + 1 \\ s_1 s_2 + s_1 + s_2 \end{bmatrix} \]

Now, the \(s_2\) dependence in each polynomial on the right side of this expression can be factored out in a similar way:

\[ P(s_1, s_2, s_3) = [1 \ s_3] \begin{bmatrix} 1 \ s_2 \ 0 \ 0 \\ 0 \ 0 \ 1 \ s_2 \\ 0 \ 0 \ 0 \ 0 \ 1 \ s_1 \end{bmatrix} \begin{bmatrix} 1 \\ s_1 + 1 \\ 1 \\ 1 \\ 0 \end{bmatrix} \]

The last step should be obvious, yielding

\[ P(s_1, s_2, s_3) = [1 \ s_3] \begin{bmatrix} 1 \ s_2 \ 0 \ 0 \\ 0 \ 0 \ 1 \ s_2 \\ 0 \ 0 \ 0 \ 0 \ 1 \ s_1 \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ 1 \\ 1 \\ 0 \end{bmatrix} \]

The general prescription for (33) in terms of (32) goes as follows. Let

\[ S_n = [1 \ s_n \ldots s_n^{m_n-1}] \]  

and for \(j = 1, \ldots, n-1\), define \(S_j\) to be the \((m_n \ldots m_j+1) \times (m_n \ldots m_j)\) matrix with \(i^{th}\) row

\[ \begin{bmatrix} 0_1 \times (im_j+1) & 1 s_j \cdot \cdot \cdot s_j^{m_j-1} & 0_1 \times (m_i \ldots m_j+im_j) \end{bmatrix} \]  

Then \(P\) is the column vector specified by

\[ P^* = [p_0 \ldots 0 \ P_{10} \ldots 0 \ P_{m_1-1,0} \ldots 0 \ P_{010} \ldots 0 \ P_{110} \ldots 0 \ldots \ P_{m_1-1,10} \ldots 0 \ P_{0m_2-1,\ldots,m_1-1} \ldots 0 \ P_{m_1-1,\ldots,m_n-1}] \]  

The result of this numerator factorization procedure is that the regular transfer function can be written in the factored form

\[ H_{reg}(s_1, \ldots, s_n) = G_n(s_n) \cdot \cdot G_1(s_1) \]  

where
are strictly proper, matrix rational functions. Thus each \( G_j(s_j) \) has a linear realization, and can be written in the form

\[ G_j(s_j) = C_j(s_j I - A_j)^{-1} B_j \]  

Now consider the bilinear state equation specified by

\[
A = \begin{bmatrix}
A_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_n
\end{bmatrix}, \quad b = \begin{bmatrix} B_1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

\[
D = \begin{bmatrix}
0 & 0 & \cdots & 0 & 0 \\
B_2 C_1 & 0 & \cdots & 0 & 0 \\
0 & B_3 C_2 & \cdots & 0 & 0 \\
0 & 0 & \cdots & B_n C_{n-1} & 0
\end{bmatrix}, \quad c = [0 \cdots 0 C_n]
\]

The regular transfer functions for this bilinear state equation can be computed via (30). Due to the block-diagonal form of \( A \),

\[
(sI - A)^{-1} = \begin{bmatrix}
(sI - A_1)^{-1} & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & (sI - A_n)^{-1}
\end{bmatrix}
\]

so a straightforward computation gives

\[
H_{\text{reg}}(s_1, \ldots, s_k) = 0, \quad k = 1, \ldots, n-1, n+1, n+2, \ldots
\]

\[
H_{\text{reg}}(s_1, \ldots, s_n) = C_n (s_n I - A_n)^{-1} B_n C_{n-1} (s_{n-1} I - A_{n-1})^{-1} B_{n-1} C_{n-2} \cdots B_2 C_1 (s_1 I - A_1)^{-1} B_1
\]

\[
= G_n(s_n) \cdots G_1(s_1)
\]

Thus (40) is a degree-\( n \) homogeneous bilinear realization for the given regular transfer function. This development can be summarized as follows.

**Theorem 4.7** A degree-\( n \) homogeneous system described by the regular transfer function \( H_{\text{reg}}(s_1, \ldots, s_n) \) is bilinear realizable if and only if \( H_{\text{reg}}(s_1, \ldots, s_n) \) is a strictly proper, recognizable function.
In addition to the realizability condition in Theorem 4.7, the development above indicates that the bilinear realization problem for a degree-$n$ homogeneous system essentially involves a sequence of $n$ linear realization problems. But the simple factorization procedure used to obtain (37) usually leads to a bilinear realization of quite high dimension, even if minimal linear realizations of each $G_j(s_j)$ are used. To construct a minimal-dimension bilinear realization, a more sophisticated factorization procedure can be used, but I will not pursue that approach further. (See Remark 4.5.)

An alternative approach to bilinear realization theory for a given regular transfer function of the form (31) involves the notion of an abstract shift realization similar to that in the linear case. I will present this approach in detail since it directly provides minimal-dimension bilinear realizations, and since it will be the main tool for polynomial and Volterra systems. The shift realization approach is most easily introduced in terms of a negative power series representation of $H_{\text{reg}}(s_1, \ldots, s_n)$ of the form

$$H_{\text{reg}}(s_1, \ldots, s_n) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{i_1} \cdots i_n s_1^{-i_1+1} \cdots s_n^{-i_n+1}$$ (42)

For strictly proper, recognizable transfer functions of the form (30), the validity of this series representation is clear upon repeated use of the expansion (2). The general setting for the shift realization approach can be taken to be the class of regular transfer functions that are analytic at infinity, and have zeros at infinity in each variable; though it is clear from Theorem 4.7 that this generality will not be needed here. At any rate, comparing (42) with the series form for (30) shows that the basic mathematical problem can be stated as follows. Find matrices $A, D, b, c$, of dimensions $m \times m, m \times m, m \times 1, 1 \times m$, such that for all nonnegative integers $j_1, j_2, j_3, \ldots$,

$$cA^{j_1}DA^{j_2-1}D \cdots DA^{j_k}b = \begin{cases} h_{j_1} \cdots j_n, & k = n \\ 0, & k \neq n \end{cases}$$ (43)

Similar to the linear case, it is convenient to use the notation $(A, D, b, c, R^m)$ to indicate an $m$-dimensional bilinear realization corresponding to the given regular transfer function.

For any negative power series in $k$ variables,

$$V(s_1, \ldots, s_k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} v_{i_1} \cdots i_k s_1^{-i_1+1} \cdots s_k^{-i_k+1}$$ (44)

define the shift operator $S$ by

$$SV(s_1, \ldots, s_k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} v_{i_1+1} \cdots i_k s_1^{-i_1+1} \cdots s_k^{-i_k+1}$$ (45)

Notice that the shift involves only the $s_1$ variable, and that for $k = 1$ it reduces to the shift operator defined in Section 4.1. Clearly $S$ is a linear operator, and $SV(s)$ is a negative power series in $k$ variables so that $S^j V(s)$ is well defined.
Also needed is an index operator \( T \) that is defined on \( V(s_1, \ldots, s_k) \) in (44) by
\[
TV(s_1, \ldots, s_k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_{k-1}=0}^{\infty} v_{0i_1 \ldots i_{k-1}} s_1^{-i_1+1} \cdots s_{k-1}^{-i_{k-1}+1}
\]
for the case \( k > 1 \), and by \( TV(s_1) = 0 \) for the \( k = 1 \) case. Note that \( T \) is a linear operator and \( TV(s_1, \ldots, s_k) \) is a negative power series in \( k - 1 \) variables. Thus \( T \) can be repeatedly applied, though 0 will be obtained after at most \( k \) steps. Throughout the following development the symbols \( S \) and \( T \) will be used regardless of the particular domain of negative power series, in particular, regardless of the number of variables.

Now suppose a given degree-\( n \) homogeneous system is described by a regular transfer function \( H_{\text{reg}}(s_1, \ldots, s_n) \) in the negative power series form. Define a linear space of negative power series according to
\[
U_1 = \text{span} \{ H_{\text{reg}}(s_1, \ldots, s_n), SH_{\text{reg}}(s_1, \ldots, s_n), S^2 H_{\text{reg}}(s_1, \ldots, s_n), \ldots \}
\]
Using the notation \( TU_1 \) for the image of \( U_1 \) under \( T \), let
\[
U_2 = \text{span} \{ TU_1, STU_1, S^2 TU_1, \ldots \}
\]
\[
U_n = \text{span} \{ TU_{n-1}, STU_{n-1}, S^2 TU_{n-1}, \ldots \}
\]
Then \( U_j \) is a linear space of negative power series in \( n + 1 - j \) variables, \( j = 1, \ldots, n \), and \( U_j \cap U_j = 0 \). Furthermore \( U_j \) is invariant with respect to \( S \), that is, \( SU_j \subset U_j \), and \( TU_j \subset U_{j+1} \).

Now consider the linear space
\[
U = \text{span} \{ U_1, \ldots, U_n \}
\]
The elements of \( U \) are negative power series in \( n \) variables or less, and both \( S \) and \( T \) then can be viewed as linear operators from \( U \) into \( U \). Define the initialization operator \( L : R \rightarrow U \) in terms of the given regular transfer function by
\[
Lr = H_{\text{reg}}(s_1, \ldots, s_n)r
\]
and define the evaluation operator \( E : U \rightarrow R \) by
\[
EV(s_1, \ldots, s_k) = \begin{cases} 0, & k > 1 \\ EV(s_1), & k = 1 \end{cases}
\]
where \( EV(s_1) \) is the evaluation operator defined in (10) for the linear case.

The similarity of this setup to that for linear systems should be apparent. Also, since regular transfer functions that are not necessarily in power series form will be of most interest, it is convenient to interpret the linear operators defined above directly in terms of functions of \( k \) variables corresponding to negative power series. Indeed, the
easily derived formulas are:

\[
SV(s_1, \ldots, s_k) = s_1 V(s_1, \ldots, s_k) - [s_1 V(s_1, \ldots, s_k)] \bigg|_{s_1 = \infty}
\]

\[
TV(s_1, \ldots, s_k) = \left[ s_1 V(s_1, \ldots, s_k) \right] \bigg|_{s_1 = s_k, s_2 = \ldots = s_i = s_{i+1}}
\]

\[
EV(s_1, \ldots, s_k) = \begin{cases} 0, & k > 1 \\ [s_1 V(s_1)] \bigg|_{s_1 = \infty}, & k = 1 \end{cases}
\]

These interpretations are very important for calculations since the negative power series representations are not at all pleasant to actually manipulate.

To show that \((S, T, L, E, U)\) is an abstract realization for the given regular transfer function is remarkably simple. The identity

\[
ES^{j_1} TS^{j_2-1} T \cdots TS^{j_i} L = h_{j_1} \cdots j_n
\]

is verified in the following sequence of calculations.

\[
S^{j_1} L = S^{j_1} H_{reg}(s_1, \ldots, s_n)
\]

\[
= \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{i_1+1, i_2+1, \ldots, i_n+1} s_1^{-(i_1+1)} s_2^{-(i_2+1)} \cdots s_n^{-(i_n+1)}
\]

\[
TS^{j_1} L = \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-1}=0}^{\infty} h_{j_1, i_1, \ldots, i_{n-1}} s_1^{-(i_1+1)} \cdots s_{n-1}^{-(i_{n-1}+1)}
\]

\[
S^{j_2} TS^{j_1} L = \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \cdots \sum_{i_{n-1}=0}^{\infty} h_{j_2, i_1+1, i_2, \ldots, i_{n-1}} s_1^{-(i_1+1)} s_2^{-(i_2+1)} \cdots s_{n-1}^{-(i_{n-1}+1)}
\]

\[
TS^{j_2} TS^{j_1} L = \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \cdots \sum_{i_{n-2}=0}^{\infty} h_{j_2, j_1, i_1+1, \ldots, i_{n-2}} s_1^{-(i_1+1)} \cdots s_{n-2}^{-(i_{n-2}+1)}
\]

\[
S^{j_1} TS^{j_2-1} T \cdots TS^{j_i} L = \sum_{i_1=0}^{\infty} h_{j_1, \ldots, j_{i-1}, \ldots, j_n} s_1^{-(i_1+1)}
\]

\[
ES^{j_1} TS^{j_2-1} T \cdots TS^{j_i} L = h_{j_1} \cdots j_n
\]

It is easy to show that the remaining terms in (43) indeed are 0. If \(k < n\), then the \(E\) operator does the job since its argument will have more than one variable. If \(k > n\), then
the $T$'s will give 0. Now the realization procedure involves determining if $U$ is finite dimensional, and if so finding matrix representations for the linear operators $S$, $T$, $E$, and $L$ when $U$ is replaced by $R^m$. The following result and its proof are reminiscent of Theorem 4.1, though the proof is postponed until Section 4.3.

**Theorem 4.8** A degree-$n$ homogeneous system described by the regular transfer function $H_{\text{reg}}(s_1, \ldots, s_n)$ is bilinear realizable if and only if $U$ is finite dimensional. Furthermore, if the system is bilinear realizable, then $(S, T, L, E, U)$ is a minimal bilinear realization.

I should remark that it is not hard to show that $U$ is finite dimensional if $H_{\text{reg}}(s_1, \ldots, s_n)$ is a strictly proper, recognizable function. It might be worthwhile for the reader to work this out following the spirit of the proof of Theorem 4.2, just to gain some familiarity with the linear operators $S$ and $T$ when applied to strictly proper, recognizable functions.

To find a matrix realization when $U$ is finite dimensional, it is convenient to replace $U$ in the following way. If dimension $U = m$, choose the standard ordered basis for $R^m$ so that $e_1, \ldots, e_m_1$ represents the linearly independent elements of $U_1$, $e_{m+1}, \ldots, e_{m_2}$ represents the linearly independent elements of $U_2$, and so on. Then from the fact that $U_1, \ldots, U_n$, are disjoint, and from the invariance properties mentioned earlier, matrix representations for $S$ and $T$ will have the form

\[
A = \begin{bmatrix}
A_{11} & 0 & \cdots & 0 \\
0 & A_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{nn}
\end{bmatrix}
\]

\[
D = \begin{bmatrix}
0 & 0 & \cdots & 0 & 0 \\
D_{21} & 0 & \cdots & 0 & 0 \\
0 & D_{32} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & D_{n,n-1} & 0
\end{bmatrix}
\]

(54)

Also, from the special form of the image of $L$ and the null space of $E$, the respective matrix representations will have the form

\[
b = \begin{bmatrix}
b_1 \\
0 \\
\vdots \\
0
\end{bmatrix}, \quad c = [0 \ 0 \ \cdots \ c_n]
\]

(55)

(Actually, the casual basis picker invariably ends up with $b = e_1$.) The dimension of each $A_{jj}$ is $m_j \times m_j$, and $D$, $b$, and $c$ are partitioned accordingly. Note that this is precisely the type of block-form realization used to derive Theorem 4.7.

**Example 4.3** Given the bilinear-realizable regular transfer function
\[ H_{\text{reg}}(s_1, s_2) = \frac{1}{(s_1+2)(s_2+3)} = \frac{1}{s_1s_2+3s_1+2s_2+6} \]

the first step in constructing a realization is to compute the spaces \( U_1 \) and \( U_2 \). Since

\[
SH_{\text{reg}}(s_1, s_2) = \frac{s_1}{s_1s_2+3s_1+2s_2+6} - \frac{1}{s_2+3}
\]

\[
= \frac{-2}{s_1s_2+3s_1+2s_2+6} = -2H_{\text{reg}}(s_1, s_2)
\]

it is clear that

\[
U_1 = \text{span} \left\{ \frac{1}{s_1s_2+3s_1+2s_2+6} \right\}
\]

To compute \( U_2 \), note that

\[
TH_{\text{reg}}(s_1, s_2) = \left[ \frac{s_1}{s_1s_2+3s_1+2s_2+6} \right]_{s_1 = \infty} = \frac{1}{s_1+3}
\]

\[
STH_{\text{reg}}(s_1, s_2) = \frac{s_1}{s_1+3} - 1 = \frac{-3}{s_1+3}
\]

Thus,

\[
U_2 = \text{span} \left\{ \frac{1}{s_1+3} \right\}
\]

and making the replacement

\[
U_1 = \text{span} \left\{ \begin{bmatrix} 1 \\ 0 \end{bmatrix} \right\}, \quad U_2 = \text{span} \left\{ \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right\}
\]

the matrix representations for \( S, T, L \), and \( E \) can be obtained as follows. If \( A \) is the matrix representation for \( S \), then

\[
A \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} -2 \\ 0 \end{bmatrix}, \quad A \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ -3 \end{bmatrix}
\]

Thus,

\[
A = \begin{bmatrix} -2 & 0 \\ 0 & -3 \end{bmatrix}
\]

If \( D \) is the matrix representation of \( T \), then

\[
D \begin{bmatrix} 1 \\ 0 \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad D \begin{bmatrix} 0 \\ 1 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

so that
It is clear that the matrix representation of \( L \) is

\[
D = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}
\]

and, finally, since

\[
b = \begin{bmatrix} 1 \\ 0 \end{bmatrix}
\]

the matrix representation for \( E \) is

\[
c = [0 \ 1]
\]

It should be clear that the two approaches to the realization problem for homogeneous systems that have been discussed are analogous to the two main approaches to linear realization theory. The shift realization approach is based mainly on series representations of rational functions, while the other approach is based more on direct manipulations of the polynomials in the rational transfer function. In addition, the shift realization approach for nonlinear systems can be rephrased in terms of a Behavior matrix not too unlike that in the linear case. This formulation will be demonstrated in Section 4.3.

There is a particular form of interconnection structured realization that corresponds to the block-form bilinear state equation specified by (54) and (55), or by (40). Partitioning the state vector \( x(t) \) in the form

\[
x(t) = \begin{bmatrix} x_1(t) \\ \vdots \\ x_n(t) \end{bmatrix}
\]  

(56)

where \( x_j(t) \) is \( m_j \times 1 \), the block-form realization can be described by the set of state equations:

\[
\dot{x}_1(t) = A_{11}x_1(t) + b_1u(t)
\]

\[
\dot{x}_2(t) = A_{22}x_2(t) + D_{21}x_1(t)u(t)
\]

\[
\dot{x}_n(t) = A_{nn}x_n(t) + D_{n,n-1}x_{n-1}(t)u(t)
\]

\[
y(t) = c_nx_n(t)
\]  

(57)

Then the realization corresponds to the cascade connection of multi-input, multi-output linear systems, and vector multipliers shown in Figure 4.1. (A vector quantity, in general, deserves a double line, while scalar quantities get a single line.)
4.3 Realization of Stationary Polynomial and Volterra Systems

The polynomial system case will be discussed first, and in most detail, though the notation will be chosen in a way that will facilitate consideration of Volterra systems later. Again, finite-dimensional bilinear state equation realizations are of interest, particularly those of minimal dimension. It will be seen that the shift approach extends to this setting in a very simple fashion.

Suppose a degree-$N$ polynomial system of is described by the sequence of regular transfer functions
\[ (H(s_1), H_{reg}(s_1, s_2), \ldots, H_{reg}(s_1, \ldots, s_N), 0, \cdots) \] (58)
where the transfer functions of degree greater than $N$ are all indicated as zeros. The first result shows that the basic realizability condition for polynomial systems follows directly

**Theorem 4.9** The polynomial system specified in (58) is bilinear realizable if and only if each regular transfer function is a strictly proper, recognizable function.

**Proof** Suppose, first, that each transfer function $H_{reg}(s_1, \ldots, s_j)$ is strictly proper and recognizable. Then from Section 4.2 it is clear that each can be realized by a degree-$j$ homogeneous bilinear state equation
\[
\begin{align*}
\dot{x}_j(t) &= A_jx_j(t) + D_jx_j(t)u(t) + b_ju(t) \\
y_j(t) &= c_jx_j(t)
\end{align*}
\] (59)
where $j = 1, \ldots, N$, and $D_1 = 0$. (The degree-1 realization, of course, is a linear state equation.) Now, consider the additive parallel connection of these state equations. Such a connection can be described by the "block diagonal" bilinear state equation $(A, D, b, c, R^n)$ given by
\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix} A_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & A_N \end{bmatrix} x(t) + \begin{bmatrix} D_1 & 0 & \cdots & 0 \\
0 & D_2 & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & D_N \end{bmatrix} x(t)u(t) + \begin{bmatrix} b_1 \\
0 \\
\vdots \\
b_N \end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} c_1 & \cdots & c_N \end{bmatrix} x(t)
\end{align*}
\]
transfer function for this realization:

\[ c(s_k I - A)^{-1} D \cdots D(s_1 I - A)^{-1} b = \sum_{j=1}^{N} c_j (s_k I - A_j)^{-1} D_j \cdots D_j (s_1 I - A_j)^{-1} b_j \]

But the fact that the \( j \)th bilinear state equation is homogeneous of degree \( j \) implies that all the summands on the right side are 0 except for when \( j = k \). Thus

\[ c(s_k I - A)^{-1} D \cdots D(s_1 I - A)^{-1} b = c_k (s_k I - A_K)^{-1} D_k \cdots D_k (s_1 I - A_k)^{-1} b_k \]

\[ = \begin{cases} H_{reg}(s_1, \ldots, s_k), & k = 1, \ldots, N \\ 0, & k > N \end{cases} \]

and \((A,D,b,c,R^m)\) is a bilinear realization for the given polynomial system.

Now suppose the polynomial system is bilinear realizable, and furthermore that \((A,D,b,c,R^m)\) is such a realization. Then by calculation each degree-\( n \) regular transfer function is the strictly proper, recognizable function

\[ c(s_n I - A)^{-1} D \cdots D(s_1 I - A)^{-1} b, \quad n = 1, \ldots, N \]

Thus the proof is complete.

The analog of Theorem 4.9 in the time domain should be obvious. A degree-\( N \) polynomial system is bilinear realizable if and only if each regular kernel has the exponential form given in (28) or (29).

The basic bilinear realizability result for polynomial systems also can be developed via a shift realization approach, based on the assumption that each regular transfer function in (58) can be written as a negative power series of the form

\[ H_{reg}(s_1, \ldots, s_k) = \sum_{i_1=0}^{\infty} \sum_{i_k=0}^{\infty} h_i \cdots i_k s_1^{-(i_1+1)} \cdots s_k^{-(i_k+1)}, \quad k = 1, \ldots, N \]  

(60)

Of course, this assumption can be made with no loss of generality as far as bilinear realizations are concerned. It is clear from the formulation in Section 4.2 that constructing a bilinear realization involves finding matrices \( A, D, b, \) and \( c \) such that for all nonnegative integers \( j_1, j_2, \ldots, \)

\[ cA^{j_k} DA^{j_k-1} D \cdots DA^{j_1} b = \begin{cases} h_{j_k} \cdots j_k, & k = 1, \ldots, N \\ 0, & k > N \end{cases} \]  

(61)

As has become usual in this chapter, the first step is to construct an abstract shift realization.

Given any finite sequence of negative power series
[62] define the *shift operator* $S$ by

$$S( V_1(s_1), V_2(s_1,s_2), V_3(s_1,s_2,s_3), \cdots ) = ( SV_1(s_1), SV_2(s_1,s_2), SV_3(s_1,s_2,s_3), \cdots )$$

(63)

where $SV_k(s_1, \ldots, s_k)$ is the shift operator defined in (44) and (45). Similarly, define the *index operator* $T$ by

$$T( V_1(s_1), V_2(s_1,s_2), V_3(s_1,s_2,s_3), \cdots ) = ( TV_2(s_1,s_2), TV_3(s_1,s_2,s_3), \cdots )$$

(64)

where $TV_k(s_1, \ldots, s_k)$ is the index operator defined in (46). (Of course, if (62) is viewed as a sequence of functions defined by negative power series, then the shift and index operators can be interpreted as per (52).)

In order to proceed further, it is convenient to use the notation

$$\hat{H}(s_1, \ldots, s_N) = ( H(s_1), H_{reg}(s_1,s_2), \ldots, H_{reg}(s_1, \ldots, s_N), 0, \cdots )$$

(65)

to indicate the given degree-$N$ polynomial system. Then define the following linear spaces of finite sequences of negative power series.

$$U_1 = \text{span} \{ \hat{H}(s_1, \ldots, s_N), SH(s_1, \ldots, s_N), S^2\hat{H}(s_1, \ldots, s_N), \cdots \}$$

$$U_2 = \text{span} \{ TU_1, STU_1, S^2TU_1, \cdots \}$$

(66)

$$U_N = \text{span} \{ TU_{N-1}, STU_{N-1}, S^2TU_{N-1}, \cdots \}$$

Letting $U = \text{span} \{ U_1, \ldots, U_N \}$, $S$ and $T$ can be viewed as operators from $U$ into $U$. Define the *initialization operator* $L: R \to U$ in terms of the given $\hat{H}(s_1, \ldots, s_N)$ by

$$L_r = \hat{H}(s_1, \ldots, s_N)r$$

(67)

and the *evaluation operator* $E: U \to R$ by

$$E( V_1(s_1), V_2(s_1,s_2), V_3(s_1,s_2,s_3), \cdots ) = EV_1(s_1)$$

(68)

where $EV_1(s_1)$ is defined as in the linear case.

Now the calculations to show that $(S,T,L,E,U)$ is an abstract bilinear realization for the given $\hat{H}(s_1, \ldots, s_N)$ follow directly from the calculations in the homogeneous case. For instance,
Theorem 4.10 A degree-$N$ polynomial system described by the sequence of regular transfer functions $\hat{H}(s_1, \ldots, s_N)$ is bilinear realizable if and only if $U$ is finite dimensional. Furthermore, if the system is bilinear realizable, then $(S, T, LE, U)$ is a minimal bilinear realization.

Proof Suppose that the polynomial system described by $\hat{H}(s_1, \ldots, s_N)$ is bilinear realizable, that $(A, D, b, c, R^m)$ is any bilinear realization of the system, and that $(S, T, E, U)$ is the shift realization of the system. Let $W$ be the linear space of all sequences of negative power series such as (62). Then define a linear operator $\Phi: R^m \rightarrow W$ by

$$\Phi(x) = (c(s_1I-A)^{-1}x, c(s_2I-A)^{-1}D(s_1I-A)^{-1}x, c(s_3I-A)^{-1}D(s_2I-A)^{-1}D(s_1I-A)^{-1}x, \cdots)$$

where for brevity I have written the right side as a sequence of strictly proper, recognizable functions instead of the corresponding negative power series. Notice that $\Phi(b) = \hat{H}(s_1, \ldots, s_N)$. Furthermore, using the definition of the shift operator in the homogeneous case,

$$c(s_kI-A)^{-1}D \cdots D(s_1I-A)^{-1}Ab$$

$$= \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} cA^{i_1}D \cdots DA^{i_k}b s_1^{-(i_1+1)} \cdots s_k^{-(i_k+1)}$$

$$= S \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} cA^{i_1}D \cdots DA^{i_k}b s_1^{-(i_1+1)} \cdots s_k^{-(i_k+1)}$$

$$= SH_{reg}(s_1, \ldots, s_k), \ k = 1, \ldots, N$$

Extending this calculation to the sequence of regular transfer functions $\hat{H}(s_1, \ldots, s_N)$ shows that

$$\Phi(Ab) = \hat{H}(s_1, \ldots, s_N)$$

Using the definition of $T$ in a similar way,
\[ c \left( s_{k-1}I - A \right)^{-1} D \cdots D \left( s_1I - A \right)^{-1} Db \]

\[ = \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} cA^{i_1}D \cdots DA^{i_k}Db s_1^{-(i_1+1)} \cdots s_{k-1}^{-(i_k+1)} \]

\[ = T \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} cA^{i_1}D \cdots DA^{i_k}bs_1^{-(i_1+1)} \cdots s_k^{-(i_k+1)} \]

\[ = TH_{\text{reg}}(s_1, \ldots, s_k), \quad k = 2, \ldots, N \]

Again, this calculation, when extended to \( \hat{H}(s_1, \ldots, s_N) \), implies that

\[ \Phi(Db) = T\hat{H}(s_1, \ldots, s_N) \]

Combining these results gives

\[ \Phi(A^{i_1}D \cdots DA^{i_k}b) = s_1^{i-1}T \cdots TS^{i_1}\hat{H}(s_1, \ldots, s_N), \quad n = 1, \ldots, N \]

which shows that \( U \subset R[\Phi] \). Since \( \Phi \) is a linear map on an \( m \)-dimensional space, it follows that dimension \( U \leq m \). Thus \( U \) is finite dimensional, and furthermore the abstract shift realization is minimal since the dimension of \( U \) is no greater than the state space dimension of any other bilinear realization of \( \hat{H}(s_1, \ldots, s_N) \).

Assuming now that \( U \) has finite dimension, the following construction yields a minimal bilinear realization \( (A, D, b, c, R^m) \) of \( H(s_1, \ldots, s_N) \). Replacing the space \( U \) by \( R^m \) with the standard ordered basis choices \( e_1, \ldots, e_m \) for the linearly independent elements of \( U_1, e_{m_1+1}, \ldots, e_{m_2} \) for the additional linearly independent elements of \( U_2 \), and so on, gives a realization as follows. Since \( SU_j \subset \text{span} \{U_1, \ldots, U_j\} \), it is clear that the matrix representation for \( S \) will have the block-triangular form

\[
A = \begin{bmatrix}
A_{11} & A_{12} & \cdots & A_{1M} \\
0 & A_{22} & \cdots & A_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{MM}
\end{bmatrix}
\]

(70)

where \( A_{jj} \) is \( m_j \times m_j \). Also \( TU_j \subset \text{span} \{U_1, \ldots, U_{j+1}\} \), which implies that the matrix representation for \( T \) will have the block (almost triangular) form

\[
D = \begin{bmatrix}
D_{11} & D_{12} & \cdots & D_{1,M-1} & D_{1M} \\
D_{21} & D_{22} & \cdots & D_{2,M-1} & D_{2M} \\
0 & D_{32} & \cdots & D_{3,M-1} & D_{3M} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & D_{M,M-1} & D_{MM}
\end{bmatrix}
\]

(71)

where the blocks are partitioned according to those in \( A \). (Notice that \( M \leq N \) blocks are indicated, rather than \( N \). The reason is that a particular \( U_j \) may be contained in \( \text{span} \{U_1, \ldots, U_{j-1}\} \).) The matrix representation for \( L \) clearly will have the block form
and a matrix representation for $E$ is found by computing the action of $E$ on each $U_j$ to obtain

$$c = \begin{bmatrix} c_{11} & \cdots & c_{1M} \end{bmatrix} \quad (73)$$

where each $c_{1j}$ is $1 \times m_j$.

**Example 4.6** Consider the degree-2 polynomial system described by the regular transfer functions

$$\hat{H}(s_1, s_2) = \left( \frac{1}{s_1+1}, \frac{1}{(s_1+2)(s_2+3)}, 0, \cdots \right)$$

To find $U_1$, compute

$$\hat{S}H(s_1, s_2) = \left( \frac{-1}{s_1+1}, \frac{-2}{(s_1+2)(s_2+3)}, 0, \cdots \right)$$

$$S^2\hat{H}(s_1, s_2) = \left( \frac{1}{s_1+1}, \frac{-2}{(s_1+2)(s_2+3)}, 0, \cdots \right)$$

$$= -2\hat{H}(s_1, s_2) - 3\hat{S}H(s_1, s_2)$$

Thus,

$$U_1 = \text{span} \left\{ \left( \frac{1}{s_1+1}, \frac{1}{(s_1+2)(s_2+3)}, 0, \cdots \right), \left( \frac{-1}{s_1+1}, \frac{-2}{(s_1+2)(s_2+3)}, 0, \cdots \right) \right\}$$

To find $U_2$ the image of these basis elements for $U_1$ under $T$ must be computed, and then the subsequent image under repeated shifts must be computed.

$$T\hat{H}(s_1, s_2) = T\left( \frac{1}{s_1+1}, \frac{1}{(s_1+2)(s_2+3)}, 0, \cdots \right) = \left( \frac{1}{s_1+3}, 0, \cdots \right)$$

$$T\hat{S}H(s_1, s_2) = T\left( \frac{-1}{s_1+1}, \frac{-2}{(s_1+2)(s_2+3)}, 0, \cdots \right) = \left( \frac{-2}{s_1+3}, 0, \cdots \right)$$

$$= -2T\hat{H}(s_1, s_2)$$

$$ST\hat{H}(s_1, s_2) = S\left( \frac{-1}{s_1+1}, 0, \cdots \right) = \left( \frac{-3}{s_1+3}, 0, \cdots \right)$$

$$= -3T\hat{H}(s_1, s_2)$$
Thus,

\[ U_2 = \text{span} \left\{ \left( \frac{1}{s_1 + 3}, 0, \cdots \right) \right\} \]

Now replace \( U = \text{span} \{ U_1, U_2 \} \) by \( R^3 \) and choose the standard ordered basis elements according to

\[
\begin{bmatrix}
1 \\
0 \\
0
\end{bmatrix} = \left( \frac{1}{s_1 + 1}, \frac{1}{(s_1 + 2)(s_2 + 3)}, 0, \cdots \right),
\]

\[
\begin{bmatrix}
0 \\
1 \\
0
\end{bmatrix} = \left( \frac{-1}{s_1 + 1}, \frac{-2}{(s_1 + 2)(s_2 + 3)}, 0, \cdots \right),
\]

\[
\begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} = \left( \frac{1}{s_1 + 3}, 0, \cdots \right)
\]

This yields the matrix representations

\[
A = \begin{bmatrix}
0 & -2 & 0 \\
1 & -3 & 0 \\
0 & 0 & -3
\end{bmatrix}, \quad D = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & -2 & 0
\end{bmatrix}
\]

The calculations

\[ E\hat{H}(s_1, s_2) = 1, \quad E\hat{S}\hat{H}(s_1, s_2) = -1, \quad E\hat{T}\hat{H}(s_1, s_2) = 1 \]

give

\[ c = \begin{bmatrix} 1 & -1 & 1 \end{bmatrix} \]

and, finally,

\[ b = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \]

Now consider the bilinear realization problem for a given Volterra system. It is assumed that the system is specified in terms of a sequence of regular transfer functions written in the notation

\[
\hat{H}(s_1, \ldots, s_\infty) = (H(s_1), H_{\text{reg}}(s_1, s_2), H_{\text{reg}}(s_1, s_2, s_3), \cdots) \quad (74)
\]

As usual, \( \hat{H}(s_1, \ldots, s_\infty) \) will be viewed as a sequence of negative power series, each of which takes the form in (60). From this perspective, it is clear that the bilinear realization problem for a Volterra system involves finding matrices \( A, D, b, \) and \( c \) such that for all \( k = 1, 2, \cdots \), and all nonnegative integers \( j_1, \ldots, j_k \),

\[ cA^{j_1}D \cdots DA^{j_k} b = h_{j_1 \ldots j_k} \quad (75) \]
The construction of an abstract shift realization for \( \hat{H}(s_1, \ldots, s_\infty) \) proceeds along the same lines as in the polynomial system case, so only a brief review of the mechanics is needed. The shift and index operators are defined, as in the polynomial case, according to

\[
S\hat{V}(s_1, \ldots, s_\infty) = (SV_1(s_1), SV_2(s_1, s_2), \cdots)
\]

\[
T\hat{V}(s_1, \ldots, s_\infty) = (TV_2(s_1, s_2), TV_3(s_1, s_2, s_3), \cdots)
\]  

(76)

In terms of these operators and the given Volterra system, a set of linear spaces is defined by

\[
U_1 = \text{span} \{ \hat{H}(s_1, \ldots, s_\infty), \hat{SH}(s_1, \ldots, s_\infty), S^2\hat{H}(s_1, \ldots, s_\infty), \cdots \}
\]

\[
U_2 = \text{span} \{ TU_1, STU_1, S^2TU_1, \cdots \}
\]

\[
U_3 = \text{span} \{ TU_2, STU_2, S^2TU_2, \cdots \}
\]

\[
\vdots
\]

\[
U = \text{span} \{ U_1, U_2, U_3, \cdots \}
\]  

(77)

and, finally,

\[
U = \text{span} \{ U_1, U_2, U_3, \cdots \}
\]  

(78)

It is clear that \( S \) and \( T \) are linear operators from \( U \) into \( U \). Define the initialization operator \( L: R \to U \) in terms of the given system by

\[
Lr = \hat{H}(s_1, \ldots, s_\infty)r
\]  

(79)

and the evaluation operator \( E: U \to R \) by

\[
E(V_1(s_1), V_2(s_1, s_2), \cdots) = EV_1(s_1)
\]  

(80)

The demonstration that \( (S,T,L,E,U) \) is an abstract bilinear realization for the given Volterra system follows from by now standard calculations. Also, one answer to the bilinear realizability and minimality questions is easily obtained. If \( U \) has finite dimension, then it is clear by the replacement construction that the given system is bilinear realizable. On the other hand, a simple argument using a \( \Phi \) operator similar to that in the proof of Theorem 4.10 shows that if the given system is bilinear realizable, then \( U \) has finite dimension. (And in this case the shift realization is a minimal bilinear realization for the system.) Thus bilinear realizability of a Volterra system is equivalent to finite dimensionality of the linear space \( U \). The search for a more direct characterization begins in the direction of Theorem 4.9.

**Theorem 4.11** If the Volterra system specified by \( \hat{H}(s_1, \ldots, s_\infty) \) in (74) is bilinear realizable, then each regular transfer function \( H_{\text{reg}}(s_1, \ldots, s_k) \) is a strictly proper, recognizable function.

A proof of Theorem 4.11 consists of nothing more than taking a bilinear realization of \( \hat{H}(s_1, \ldots, s_\infty) \) and observing that by calculation each \( H_{\text{reg}}(s_1, \ldots, s_k) \) is a strictly proper, recognizable function. This observation, together with Theorem 4.9, also yields the
following interesting fact.

**Corollary 4.1** If a Volterra system is bilinear realizable, then any polynomial system formed by truncation of the Volterra system is also bilinear realizable.

Unfortunately, the search for a more direct characterization of bilinear realizability for Volterra systems appears to end with the failure of the converse of Theorem 4.11.

**Example 4.5** Consider the Volterra system

\[
\hat{H}(s_1, \ldots, s_\infty) = \left( \frac{1}{s_1+1}, \frac{1}{(s_1+1)(s_2+1)}, \ldots, \frac{1}{(s_1+1)\cdots(s_n+1)}, \ldots \right)
\]

Applying the index operator repeatedly gives

\[
T^j\hat{H}(s_1, \ldots, s_\infty) = \left( \frac{1}{(j+1)!}, \frac{1}{(j+2)!}, \ldots, \frac{1}{(j+n+1)!}, \ldots \right)
\]

for \( j = 1, 2, \ldots \). The denominators of the subsystem transfer functions all behave in the expected way. But since the collection of sequences (of numerators)

\[
\left( \frac{1}{(j+1)!}, \frac{1}{(j+2)!}, \ldots, \frac{1}{(j+n+1)!}, \ldots \right), \quad j = 0, 1, \ldots
\]

is infinite dimensional, it is clear without even calculating the action of the shift operator that \( U = \text{span} \{U_1, U_2, \cdots\} \) will be infinite dimensional. Thus \( \hat{H}(s_1, \ldots, s_\infty) \) is not bilinear realizable.

Suppose a Volterra system is given wherein every subsystem regular transfer function is strictly proper and recognizable. To check for bilinear realizability, Example 4.7 indicates that there is no choice but to work through the calculation of the dimension of \( U \). Of course, this raises the issue of having a general form for the sequence of regular transfer functions. When such a general form is available, the calculation of a bilinear realization can be easy if the dimensions are small.

**Example 4.6** For the Volterra system

\[
\hat{H}(s_1, \ldots, s_\infty) = \left( \frac{1}{s_1+1}, \frac{1}{(s_1+1)(s_2+1)}, \ldots, \frac{1}{(s_1+1)\cdots(s_n+1)}, \ldots \right)
\]

a quick calculation shows that

\[
S^j\hat{H}(s_1, \ldots, s_\infty) = (-1)^j\hat{H}(s_1, \ldots, s_\infty), \quad j = 1, 2, \cdots
\]

and

\[
T^j\hat{H}(s_1, \ldots, s_\infty) = \hat{H}(s_1, \ldots, s_\infty), \quad j = 1, 2, \cdots
\]

Therefore dimension \( U = 1 \), and another easy calculation shows that a minimal bilinear realization is
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\[
\dot{x}(t) = -x(t) + x(t)u(t) + u(t)
\]
\[
y(t) = x(t)
\]

In addition to illustrating a sort of easiest-possible Volterra system realization problem, this example in conjunction with Example 4.5 shows that the interrelationships of the subsystem "gains" plays a crucial role in finite-dimensional realizability. That is, bilinear realizability can be created or destroyed simply by changing constants in the numerators of the regular transfer functions in a Volterra system. Another interesting observation can be made by considering the degree-2 polynomial truncation of the system in Example 4.6, namely,
\[
\hat{H}(s_1, s_2) = \left( \frac{1}{s_1 + 1}, \frac{1}{(s_1 + 1)(s_2 + 1)}, 0, \cdots \right)
\]
The minimal-dimension bilinear realization for this polynomial system has dimension 2. Thus truncation can increase the dimension of the minimal bilinear realization. See Problem 4.7.

A perhaps cleaner statement of the condition for bilinear realizability of a given Volterra system (or, for that matter, polynomial or homogeneous system) can be developed from the shift-realization viewpoint. The approach involves replacing negative power series with sequences so that \(U\) is viewed as a linear space of sequences of sequences, arranging these sequences into a matrix, and then noting that rank finiteness of the matrix is equivalent to finite dimensionality of \(U\). Again, this is all very similar in style to the linear case.

Viewing a sequence of regular transfer functions \(\hat{H}(s_1, \ldots, s_\infty)\) as a sequence of negative power series
\[
\hat{H}(s_1, \ldots, s_\infty) = \left( \sum_{i_1=0}^{\infty} h_{1,i_1} s_1^{-(i_1+1)}, \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{1,i_1,i_2} s_1^{-(i_1+1)} s_2^{-(i_2+1)}, \cdots \right)
\]
any expression of the form
\[
S^{j_1} T S^{j_2} T \cdots T \hat{H}(s_1, \ldots, s_\infty)
\]
can be viewed in the same way. For example,
\[
\hat{S}H(s_1, \ldots, s_\infty) = \left( \sum_{i_1=0}^{\infty} h_{0,i_1} s_1^{-(i_1+1)}, \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{0,i_1,i_2} s_1^{-(i_1+1)} s_2^{-(i_2+1)}, \cdots \right)
\]
\[
\hat{T}H(s_1, \ldots, s_\infty) = \left( \sum_{i_1=0}^{\infty} h_{0,i_1} s_1^{-(i_1+1)}, \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{0,i_1,i_2} s_1^{-(i_1+1)} s_2^{-(i_2+1)}, \cdots \right)
\]
Each of these sequences of negative power series can be viewed as a sequence of sequences. For example,
\[ \hat{H}(s_1, \ldots, s_\infty) = (h_0, h_1, h_2, \ldots), (h_{00}, h_{01}, h_{02}, \ldots, h_{11}, h_{12}, \ldots), \ldots) \]
\[ S\hat{H}(s_1, \ldots, s_\infty) = (h_1, h_2, h_3, \ldots), (h_{11}, h_{12}, h_{13}, \ldots, h_{21}, h_{22}, \ldots, \ldots) \]
\[ T\hat{H}(s_1, \ldots, s_\infty) = (h_0, h_{01}, h_{02}, \ldots), (h_{00}, h_{001}, h_{002}, \ldots, h_{010}, h_{011}, h_{012}, \ldots, \ldots) \]

Of course, there are many ways to systematically list the multi-index sequences, but the particular arrangement is immaterial as long as all are listed in the same way.

From this viewpoint, each \( U_j \) in (77) and \( U \) in (78) can be considered as a linear space of sequences of sequences. The shift and index operators are interpreted as above, and the operators \( L \) and \( E \) are similarly modified for the sequence interpretation. Then a Behavior matrix for the given system is defined in terms of the sequence interpretation by

\[
B_{\hat{H}} = \begin{bmatrix}
\hat{H}(s_1, \ldots, s_\infty) \\
S\hat{H}(s_1, \ldots, s_\infty) \\
S^2\hat{H}(s_1, \ldots, s_\infty) \\
\vdots \\
T\hat{H}(s_1, \ldots, s_\infty) \\
ST\hat{H}(s_1, \ldots, s_\infty) \\
S^2T\hat{H}(s_1, \ldots, s_\infty) \\
S^{h_1}T \cdots TS^{h_j}\hat{H}(s_1, \ldots, s_\infty)
\end{bmatrix}
\]

\[
= \begin{bmatrix}
h_0 & h_1 & \cdots & h_{00} & h_{01} & \cdots \\
h_1 & h_2 & \cdots & h_{10} & h_{11} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
h_{00} & h_{01} & \cdots & h_{000} & h_{001} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots 
\end{bmatrix}
\]  \hspace{1cm} (84)

And now the following realizability condition should be an obvious restatement of the finite-dimensionality condition on the linear space \( U \).

**Theorem 4.12**  The Volterra system described by \( \hat{H}(s_1, \ldots, s_\infty) \) is bilinear realizable if and only if the corresponding Behavior matrix \( B_{\hat{H}} \) has finite rank. Furthermore, for a bilinear-realizable system, the rank of \( B_{\hat{H}} \) is the dimension of the minimal bilinear realizations.

### 4.4 Properties of Bilinear State Equations

Having focused attention on the bilinear realization question, it is appropriate to discuss some of the features of such state equations. As I have mentioned previously, bilinear state equations have many structural features that are strikingly similar to well known features of linear state equations. These features will be demonstrated in the general situation where the bilinear state equation represents a Volterra system. There is
no reason to consider separately the special cases of homogeneous or polynomial systems. A question that often arises is whether a given bilinear state equation is minimal. That is, whether the state equation is a minimal bilinear realization of its input/output description. A convenient way to address this question is through the appropriate concepts of reachability and observability. These concepts will be developed and related to minimality. Also, certain equivalence properties of minimal bilinear realizations will be discussed.

The appropriate definition of reachability for the bilinear state equation

\[ \dot{x}(t) = Ax(t) + Dx(t)u(t) + bu(t) \]
\[ y(t) = cx(t), \quad t \geq 0, \quad x(0) = 0 \]  

begins with the notion of a reachable state. As usual, \( x(t) \in \mathbb{R}^m \), and \( u(t) \) and \( y(t) \) are scalars.

**Definition 4.1** A state \( x_1 \) of the bilinear state equation (85) is called **reachable** (from \( x(0) = 0 \)) if there exists a piecewise continuous input signal such that for some \( t_1 < \infty \), \( x(t_1) = x_1 \).

I should note that the specification of piecewise continuity for the input signal is more or less a matter of convenience. Both more general and more restrictive classes of inputs can be chosen without changing the results. (But not to specify the class of admissible inputs would be in poor taste.)

It would be nice if the set of reachable states for a bilinear state equation formed a linear subspace of the state space \( \mathbb{R}^m \). Unfortunately this is not the case; linear combinations of reachable states may not be reachable. Thus, a somewhat weaker notion of reachability is used so that the techniques of linear algebra can be applied.

**Definition 4.2** The bilinear state equation \((A, D, b, c, \mathbb{R}^m)\) is called **span reachable** if the set of reachable states spans \( \mathbb{R}^m \).

The first step in establishing a criterion for span reachability of a given system is to characterize the span of the reachable states. To this end, let \( L_{A,D}(b) \) denote the least dimension subspace of \( \mathbb{R}^m \) containing \( b \) and invariant under \( A \) and \( D \).

**Lemma 4.1** The subspace \( X_{sr} \subset \mathbb{R}^m \) spanned by the reachable states of \((A, D, b, c, \mathbb{R}^m)\) is given by \( X_{sr} = L_{A,D}(b) \).

**Proof** Suppose \( x_1 \) is a reachable state, so that for some input \( u(t) \) and some \( t_1 < \infty \), \( x(t_1) = x_1 \). Then \( x_1 \) can be written using the expression derived in Chapter 3 for the solution \( x(t) \) of a bilinear state equation. For the case of \( x(0) = 0 \) and constant coefficient matrices, the first few terms are
Expressing the matrix exponentials as power series, and using the uniform convergence of these series to interchange summation and integration, a messier expression is obtained, the first few terms of which are

\[ x_1 = \int_0^{t_1} e^{A(t_1 - \sigma)} bu(\sigma) \, d\sigma + \int_0^{t_1} \int_0^{\sigma_1} e^{A(t_1 - \sigma_1)} De^{A(\sigma_1 - \sigma_2)} bu(\sigma_1) u(\sigma_2) \, d\sigma_2 \, d\sigma_1 + \cdots \]  

(86)

This expression shows that \( x_1 \) is a linear combination of products of \( A \) and \( D \) times \( b \), so that \( x_1 \in L_{A,D}(b) \). Thus \( X_{sr} \subseteq L_{A,D}(b) \) since there is a set of reachable states that forms a basis for \( X_{sr} \).

To obtain the reverse containment, it is not hard to show that if \( x(t) \) is contained in a subspace for all \( t \geq 0 \), then \( x(t) \) is contained in the same subspace for all \( t \geq 0 \). Thus, for any constant input \( u(t) = u \), and any reachable state \( x_1 \),

\[ (A + Du)x_1 + bu \in X_{sr} \]

In particular, \( x_1 = 0 \) is reachable, and thus \( b \in X_{sr} \). Therefore, if \( u \) is any real number, and \( x_1 \) is any reachable state,

\[ (A + Du)x_1 \in X_{sr} \]

Since there is a set of reachable states that spans \( X_{sr} \), for any \( u \) the image of \( X_{sr} \) under \( (A + Du) \) satisfies

\[ (A + Du)X_{sr} \subseteq X_{sr} \]

It is left to Problem 4.14 to show that this implies that \( X_{sr} \) is invariant under both \( A \) and \( D \). Since \( X_{sr} \) contains \( b \) and is invariant under \( A \) and \( D \), \( L_{A,D}(b) \subseteq X_{sr} \). This completes the proof.

A characterization of \( L_{A,D}(b) \) can be obtained by recursively defining

\[ p_1 = b, \quad p_i = [Ap_{i-1} \quad Dp_{i-1}], \quad i = 2, 3, \cdots \]  

(88)

and letting

\[ P_i = [p_1 \quad p_2 \cdots \quad p_i] \]  

(89)

**Lemma 4.2**  The linear subspaces \( L_{A,D}(b) \) and \( R[P_m] \) are identical.

**Proof**  The linear subspace \( R[P_k] \) is the subspace spanned by the columns of \( P_k \). The columns of \( P_k \) contain those of \( P_{k-1} \), and the additional columns are generated by multiplication by \( A \) and \( D \). Therefore,
\[ R[P_1] \subset R[P_2] \subset \cdots \subset R^m \]

In particular, there exists a \( k-1 \leq m \) such that

\[ R[P_1] \subset R[P_2] \subset \cdots \subset R[P_{k-1}] = R[P_k] = \cdots = R[P_m] \subset R^m \]

and therefore \( R[P_{k-1}] = R[P_m] \) is invariant under \( A \) and \( D \) and contains \( b \). It remains to show that \( R[P_m] \) is the least-dimension such subspace. So suppose \( X \subset R^m \) is any subspace that contains \( b \) and that is invariant under \( A \) and \( D \). But \( X \) must contain \( b, Ab, Db, \ldots \), that is \( X \subset R[P_m] \). Consequently \( R[P_m] \) is of least dimension.

This result leads directly to a criterion for span reachability because \( \text{rank } P_m \) is precisely the dimension of \( R[P_m] \).

**Theorem 4.13** The \( m \)-dimensional bilinear state equation (85) is span reachable if and only if \( \text{rank } P_m = m \).

I now turn to the problem of developing a suitable observability property for bilinear state equations. Again, the concept to be used will be defined in a somewhat weaker fashion than observability for linear state equations.

**Definition 4.3** A state \( x_0 \neq 0 \) of the bilinear state equation (85) is called *indistinguishable* (from 0) if the response \( y(t) \) with \( x(0) = x_0 \) is identical to the response with \( x(0) = 0 \) for every piecewise continuous input signal.

Here, as before, piecewise continuity is specified just for definiteness. Notice that the definition implies nothing about the ability to compute a distinguishable initial state from knowledge of the response \( y(t) \). This issue will be regarded as extraneous to the structure theory under discussion.

**Definition 4.4** The bilinear state equation (85) is called *observable* if there are no indistinguishable states.

To characterize the concept of observability for the bilinear state equation \((A,D,b,c,R^m)\), it is convenient to let \( G_{A,D}(c) \subset R^m \) be the largest subspace contained in \( N[c] \) that is invariant under \( A \) and \( D \).

**Lemma 4.3** The subset of all indistinguishable states of \((A,D,b,c,R^m)\) is a linear subspace that is given by \( X_i = G_{A,D}(c) \).

**Proof** (Sketch) Using the representation derived in Chapter 3, the response of the bilinear system to arbitrary initial state \( x_0 \) and input \( u(t) \) can be written as a series, the first few terms of which are
\[ y(t) = ce^{At}x_0 + \int_0^t ce^{A(t-\sigma)}De^{A\sigma}x_0u(\sigma)\,d\sigma + \int_0^t ce^{A(t-\sigma)}bu(\sigma)\,d\sigma + \cdots \]

Expanding the matrix exponentials yields terms of the form

\[ y(t) = cx_0 + cAx_0t + cDx_0 \int_0^t u(\sigma)\,d\sigma \]

\[ + cb \int_0^t u(\sigma)\,d\sigma + cAb \int_0^t (t-\sigma)u(\sigma)\,d\sigma + \cdots \] (90)

It should be clear from this expression that the set of indistinguishable states forms a linear subspace. Also it is easy to see that if \( x_0 \in G_{A,D}(c) \), then \( x_0 \) is indistinguishable. In other words, \( G_{A,D}(c) \subset X_i \). The reverse containment is obtained by showing that for all real numbers \( u \),

\[ (A + Du)X_i \subset X_i \]

and that

\[ X_i \subset N[c] \]

The details are not hard to fill in, and thus are omitted.

To characterize \( X_i \) now involves characterizing \( G_{A,D}(c) \). Let

\[ q_1 = c,\ q_i = \begin{bmatrix} q_{i-1}A \\ q_{i-1}D \end{bmatrix},\ i = 2, 3, \cdots \] (91)

and

\[ Q_i = \begin{bmatrix} q_1 \\ q_2 \\ \vdots \\ q_i \end{bmatrix},\ i = 1, 2, \cdots \] (92)

Then the following result is proved in a manner similar to Lemma 4.2.

**Lemma 4.4** The linear subspaces \( X_i \) and \( N[Q_m] \) are identical.

Now the obvious application of linear algebra gives an observability criterion.

**Theorem 4.14** The \( m \)-dimensional bilinear state equation (85) is observable if and only if \( \text{rank} \ Q_m = m \).

While these concepts are of interest in themselves, the intent here is to use them in conjunction with the theory of minimal bilinear realizations. To this end there is one more fact about the matrices \( P_i \) and \( Q_i \) that is crucial.
Lemma 4.5  For any $j,k = 1,2, \ldots$, the product $Q_j P_k$ is the same for all bilinear realizations of a given system.

Proof  Suppose that $(A,D,b,c,R^m)$ and $(A',\hat{D},\hat{b},\hat{c},\hat{R}^m)$ both are bilinear realizations of a given system. Then for $n = 1,2, \ldots$, the regular kernels of the two systems give

$$ce^{A_\sigma} De^{A_{\sigma-1}} D \cdots De^{A_{\sigma_1}} b = \hat{c}\hat{e}^{\hat{A}_\sigma} \hat{D}e^{\hat{A}_{\sigma-1}} \hat{D} \cdots \hat{D}e^{\hat{A}_{\sigma_1}} \hat{b}$$

for all $\sigma_1, \ldots, \sigma_n \geq 0$. Replacing every matrix exponential by its power series expansion and equating coefficients of like arguments shows that

$$ca_i^j D \cdots DA_i^j b = \hat{c}\hat{A}_i^j \hat{D} \cdots \hat{D}A_i^j \hat{b}$$

for every $n = 1,2, \ldots$, and every $i_j \geq 0$. This completes the proof since every element of the product $Q_j P_k$ has precisely this form.

At this point, almost all the tools needed to characterize minimality for bilinear realizations are at hand. The one remaining calculation involves showing that if $(A,D,b,c,R^m)$ is a realization for a given system, then for any invertible, $m \times m$ matrix $T$, $(TAT^{-1},TD^{-1}, Tb, cT^{-1}, R^m)$ also is a realization for the system. This is left as an easy exercise.

Theorem 4.15  A bilinear realization of a specified Volterra system is minimal if and only if it is span reachable and observable.

Proof  Suppose (85) is a bilinear realization of dimension $m$ for the given Volterra system, but that it is not span reachable. I will show how to construct another bilinear realization of dimension $< m$. Since $(A,D,b,c,R^m)$ is not span reachable, $R[P_m] \subset R^m$ and I can write $R^m = R[P_m] \oplus V$, where $\oplus$ denotes direct sum, and $V$ is a linear subspace of dimension at least 1. Pick a basis for $R^m$ that is the union of a basis $w_1, \ldots, w_r$ for $R[P_m]$ and a basis $w_{r+1}, \ldots, w_m$ for $V$. Letting $T^{-1}$ be the $m \times m$ matrix with $i^{th}$ column $w_i$, then $(TAT^{-1},TD^{-1}, Tb, cT^{-1}, R^m)$ also is an $m$-dimensional bilinear realization of the given Volterra system. Furthermore, since $R[P_m]$ contains $b$ and is invariant under $A$ and $D$, this new realization is in the partitioned form

$$TAT^{-1} = \begin{bmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{bmatrix}, \quad TDT^{-1} = \begin{bmatrix} D_{11} & D_{12} \\ 0 & D_{22} \end{bmatrix}$$

$$Tb = \begin{bmatrix} b_1 \\ 0 \end{bmatrix}, \quad cT^{-1} = [c_1 \quad c_2]$$

(93)

The 0 blocks in $TAT^{-1}$ and $TDT^{-1}$ are $(m-r) \times r$, the 0 block in $Tb$ is $(m-r) \times 1$, and $c_1$ is $r \times 1$. Now it is an easy calculation to show that for $n = 1,2, \ldots$ and $\sigma_1, \ldots, \sigma_n \geq 0$,

$$ce^{A_\sigma} De^{A_{\sigma-1}} D \cdots De^{A_{\sigma_1}} b = c_1 e^{A_1;\sigma_1} D_{11} e^{A_1;\sigma_1} D_{11} \cdots De^{A_1;\sigma_1} b_1$$

Thus $(A_{11},D_{11},b_1,c_1,R^r)$ is a bilinear realization of dimension $r < m$. In a very similar
fashion it can be shown that if a bilinear realization is not observable, then it is not minimal.

Now suppose \((A,D,b,c,R^m)\) and \((\hat{A},\hat{D},\hat{b},\hat{c},\hat{R}^{\hat{m}})\) are span-reachable and observable bilinear realizations of dimension \(m\) and \(\hat{m}\), respectively, for the given Volterra system. Letting \(M = \max \{m,\hat{m}\}\), Lemma 4.4 gives

\[
Q_M P_M = \hat{Q}_M \hat{P}_M
\]  

But the \(m\) rows of \(P_M\) and \(m\) columns of \(Q_M\) are linearly independent, and the \(\hat{m}\) rows of \(\hat{P}_M\) and \(\hat{m}\) columns of \(\hat{Q}_M\) are linearly independent. Thus, leaving the details to the reader, (94) implies \(m = \hat{m}\). That is, all span-reachable and observable realizations of a given Volterra system have the same dimension. In the first part of the proof it was shown that a minimal bilinear realization is span reachable and observable. Thus all span-reachable and observable realizations of a given Volterra system are minimal.

The last step in the characterization of minimal bilinear realizations will be to show that all such realizations of a given Volterra system are related by a change of variables.

**Theorem 4.16** Suppose \((A,D,b,c,R^m)\) is a minimal bilinear realization of a given system. Then \((\hat{A},\hat{D},\hat{b},\hat{c},\hat{R}^\hat{m})\) also is a minimal bilinear realization of the system if and only if there is an invertible matrix \(T\) such that \(A = T\hat{A} T^{-1}\), \(D = T\hat{D} T^{-1}\), \(b = T\hat{b}\), \(c = \hat{c} T^{-1}\).

**Proof** If such a \(T\) exists, then sufficiency follows from an easy exercise suggested earlier. For necessity, suppose that both state equations are minimal bilinear realizations of the given system. Then by Lemma 4.4,

\[
Q_k P_j = \hat{Q}_k \hat{P}_j, \quad k,j = 1, 2, \cdots
\]  

and, by Theorem 4.15, \(Q_m, \hat{Q}_m, P_m, \) and \(\hat{P}_m\) all have rank \(m\). In particular, this implies that \((Q_m, \hat{Q}_m)\) is invertible, so if

\[
T = (Q_m \hat{Q}_m)^{-1} Q_m \hat{Q}_m
\]

then

\[
Q_m \hat{Q}_m T = Q_m \hat{Q}_m
\]

and

\[
Q_m Q_m T \hat{P}_m P_m = Q_m \hat{Q}_m \hat{P}_m P_m = Q_m \hat{Q}_m P_m P_m
\]

Since \(P_m P_m\) is invertible, this gives that \(T\) is invertible and

\[
T^{-1} = \hat{P}_m P_m (P_m P_m)^{-1}
\]

Now (95) with \(k = 1, j = m\) implies \(c P_m = \hat{c} \hat{P}_m\), which implies

\[
c P_m \hat{P}_m = \hat{c} \hat{P}_m P_m
\]

or, \(c = \hat{c} T^{-1}\). Similarly, with \(k = m, j = 1\), (95) becomes \(Q_m b = \hat{Q}_m \hat{b}\), which gives \(b = T\hat{b}\).
Now note that the columns of $AP_m$ are contained in the columns of $P_{m+1}$. Thus (95) implies

$$Q_m AP_m = \hat{Q}_m \hat{A} \hat{P}_m, \quad Q_m DP_m = \hat{Q}_m \hat{D} \hat{P}_m$$

Taking, for example, the first of these equalities,

$$Q_m Q_m \bar{Q}_m \bar{P}_m = Q_m \hat{Q}_m \hat{A} \hat{P}_m \bar{P}_m$$

or

$$A = (Q_m \bar{Q}_m)^{-1} Q_m \hat{Q}_m \hat{A} \hat{P}_m \bar{P}_m \gamma^{-1} = \bar{T} \hat{A} \bar{T}^{-1}$$

The similar calculation for the second equality completes the proof.

4.5 The Nonstationary Case

The transform-domain tools that have been used so extensively in the preceding sections cannot be used fruitfully for nonstationary systems. Also, the regular kernel has been developed only for stationary systems, so this leaves the choice of using either triangular or symmetric kernels in the input/output representation of nonstationary systems. Since bilinear realizations are of interest, the triangular kernel developed in Chapter 3 for such state equations will be used, though the results could be rephrased rather easily in terms of symmetric kernels.

A nonstationary bilinear state equation takes the form

$$\dot{x}(t) = A(t)x(t) + D(t)x(t)u(t) + b(t)u(t)$$

$$y(t) = c(t)x(t)$$

(96)

where all the dimensions are as usual, and the coefficient matrices are nominally assumed to be continuous functions of $t$. In Chapter 3 it was shown that such a state equation with $x(0) = 0$ yields a Volterra system representation

$$y(t) = \sum_{n=1}^{\infty} \int_{0}^{t} \cdots \int_{0}^{\sigma_{n-1}} h(t, \sigma_1, \ldots, \sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_n \cdots d\sigma_1$$

(97)

where the $n^{th}$ triangular kernel is given by

$$h(t, \sigma_1, \ldots, \sigma_n) = c(t) \Phi(t, \sigma_1) D(\sigma_1) \Phi(\sigma_1, \sigma_2) D(\sigma_2) \cdots \Phi(\sigma_{n-1}, \sigma_n) b(\sigma_n)$$

(98)

and where $\Phi(t, \sigma)$ is the transition matrix for $A(t)$.

To consider the bilinear realization problem for a general Volterra system of the form (97) is a difficult task. About all that can be said at present is that the Volterra system is bilinear realizable if and only if there exist appropriately dimensioned, continuous matrix functions $A(t)$, $D(t)$, $b(t)$, and $c(t)$ such that the kernels can be written in the form (98); rather like saying it is bilinear realizable if and only if it is bilinear realizable. The difficulty is similar in nature to the difficulties that arise in the stationary case. Bilinear
realizability of a Volterra system depends both on properties of the individual kernels, and on the way the kernels interrelate. However, the outlook is brighter for homogeneous and polynomial systems, and I will concentrate on these cases.

**Theorem 4.17** A degree-\(n\) homogeneous system described by

\[
y(t) = \int \int \cdots \int h(t, \sigma_1, \ldots, \sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_n \cdots d\sigma_1
\]

is bilinear realizable if and only if the kernel \(h(t, \sigma_1, \ldots, \sigma_n)\) is separable.

**Proof** If the system is bilinear realizable, then the kernel can be written in the form (98). From properties of the transition matrix, it follows that the kernel is separable. (Just as in the linear case, the continuity required by separability is furnished by the continuity assumptions on the bilinear state equation.)

Now suppose that the kernel is separable,

\[
h(t, \sigma_1, \ldots, \sigma_n) = \sum_{i=1}^{m} v_{0i}(t)v_{1i}(\sigma_1) \cdots v_{ni}(\sigma_n)
\]

For the case of \(m = 1\), it is easy to show that the bilinear state equation

\[
\dot{x}(t) = \begin{bmatrix} 0 & v_{1m}(t) & 0 & \cdots & 0 \\ 0 & 0 & v_{2m}(t) & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & v_{n-1,m}(t) \\ 0 & 0 & 0 & \cdots & 0 \end{bmatrix} x(t)u(t) + \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ v_{nm}(t) \end{bmatrix} u(t)
\]

is a degree-\(n\) homogeneous system with kernel

\[
h(t, \sigma_1, \ldots, \sigma_n) = v_{0m}(t)v_{1m}(\sigma_1) \cdots v_{nm}(\sigma_n)
\]

The proof is now almost complete since an additive parallel connection of these simple bilinear state equations can be used in the general case. The reason the proof is not complete is that when \(m = 1\) the \(v_{ji}(.)\) must be real functions, but for \(m > 1\) they might be complex. Consideration of these details is left to the reader.

It also is interesting to characterize those homogeneous systems that, although represented in terms of a nonstationary triangular kernel, actually are realizable by a constant-parameter bilinear state equation. Once again, the results are similar to the linear-system results.

**Theorem 4.18** A degree-\(n\) homogeneous system of the form (99) is realizable by a constant-parameter bilinear state equation if and only if the kernel \(h(t, \sigma_1, \ldots, \sigma_n)\) is stationary and differentiably separable.
Proof If the degree-\(n\) homogeneous system has a constant-parameter bilinear realization, then stationarity and differentiable separability follow easily from the familiar general form of the kernel.

Now suppose the triangular kernel is stationary and differentiably separable. For simplicity I will consider the special case

\[
h(t, \sigma_1, \ldots, \sigma_n) = v_0(t)v_1(\sigma_1) \cdots v_n(\sigma_n)
\]

where each \(v_j(.)\) is a real function. (Just as in the linear case, the generalization of the proof is easy except when complex-valued functions are involved. Then more fussy arguments are required to show that a real-coefficient realization can be obtained.) The main part of the proof will be devoted to showing that the kernel can be written in the form

\[
h(t, \sigma_1, \ldots, \sigma_n) = c_1 e^{a_1(t-\sigma_1)} e^{a_2(\sigma_1-\sigma_2)} \cdots e^{a_n(\sigma_n-\sigma_n)}
\]

for real numbers \(c_1, a_1, \ldots, a_n\). Once this is established, a bilinear realization is given by

\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix} a_1 & 0 & \cdots & 0 \\
0 & a_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_n \\
\end{bmatrix} x(t) + \begin{bmatrix} 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & \cdots 1 \\
\end{bmatrix} x(t)u(t) + \begin{bmatrix} 0 \\
0 \\
\vdots \\
1 \\
\end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} c_1 & 0 & \cdots & 0 \\
\end{bmatrix} x(t)
\end{align*}
\]

as is readily verified by the usual calculation. The basic approach involves proving that each \(v_j(.)\) satisfies a constant-coefficient linear differential equation of first order. To show this for, say, \(v_1(\sigma_1)\), let

\[
q_1 = \int_{-T}^{T} \cdots \int_{-T}^{T} v_0^2(t)v_1^2(\sigma_2) \cdots v_n^2(\sigma_n) \, dt \, d\sigma_2 \cdots d\sigma_n
\]

where \(-T\) has been chosen so that \(q_1 > 0\). Note that if no such \(T\) exists, then the kernel is identically 0, a trivial case. By stationarity

\[
h(t, \sigma_1, \ldots, \sigma_n) = h(0, \sigma_1-t, \ldots, \sigma_n-t)
\]

so that

\[
\sum_{k=1}^{n} \frac{\partial}{\partial \sigma_k} h(t, \sigma_1, \ldots, \sigma_n) + \frac{\partial}{\partial t} h(t, \sigma_1, \ldots, \sigma_n) = 0
\]

Computing the derivatives using the separable form gives

\[
\begin{align*}
&v_0(t)v_1(\sigma_1)v_2(\sigma_2) \cdots v_n(\sigma_n) + v_0(t)v_1'(\sigma_1)v_2(\sigma_2)v_3(\sigma_3) \cdots v_n(\sigma_n) \\
&+ \cdots + v_0(t)v_1(\sigma_1) \cdots v_{n-1}(\sigma_n)v_n(\sigma_n) + v_0(t)v_1(\sigma_1) \cdots v_n(\sigma_n) = 0
\end{align*}
\]

Multiplying this equation by \(v_0(t)v_2(\sigma_2) \cdots v_n(\sigma_n)\) and rearranging gives
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\[ [v_0^2(t)v_2^2(\sigma_2)\cdots v_n^2(\sigma_n)]v_1(\sigma_1) + [v_0^2(t)v_2(\sigma_2)v_3^2(\sigma_3)\cdots v_n^2(\sigma_n)]v_1(\sigma_1) + \cdots + v_0^2(t)v_2^2(\sigma_2)\cdots v_n(\sigma_n)v_n(\sigma_n)^2(\sigma_n) = 0 \]

Both sides of this expression can be integrated with respect to \( t, \sigma_2, \ldots, \sigma_n \) to obtain

\[ q_1v_1(\sigma_1) + r_1v_1(\sigma_1) = 0 \]

with the obvious definition of \( r_1 \). Thus \( v_1(\sigma_1) \) satisfies a constant-parameter linear differential equation (nontrivial since \( q_1 \neq 0 \)). This means that

\[ v_1(\sigma_1) = c_1 e^{a_1\sigma_1} \]

for suitable \( a_1 \) and \( c_1 \). A similar development can be carried out to show that \( v_j(\sigma_j) = c_j e^{a_j\sigma_j} \) for \( j = 2, 3, \ldots, n \). Now the stationarity condition can be written as

\[ v_0(t)c_1e^{a_1\sigma_1}\cdots c_ne^{a_n\sigma_n} = v_0(0)c_1e^{a_1(\sigma_1-t)}\cdots c_ne^{a_n(\sigma_n-t)} \]

which gives

\[ v_0(t) = v_0(0)e^{-(a_1+\cdots+a_n)t} \]

Thus, with the appropriate redefinition of \( c_1 \),

\[ h(t, \sigma_1, \ldots, \sigma_n) = c_1 e^{-(a_1+\cdots+a_n)t} e^{a_1\sigma_1}\cdots e^{a_n\sigma_n} \]

and the proof is complete.

These results for homogeneous systems directly provide bilinear realizability results for polynomial systems. That is, bilinear realizability for a polynomial system depends on bilinear realizability of each and every homogeneous subsystem. The easy proof of the following formalization is left to Section 4.7, with the hint that the proof of Theorem 4.9 merits imitation.

**Theorem 4.19** A degree-\( N \) polynomial system has a (constant parameter) bilinear realization if and only if each of the \( N \) triangular kernels is (stationary, and differentiably) separable.

**4.6 Remarks and References**

**Remark 4.1** There is an abundance of material on the linear realization problem, and only a few references will be listed here. An elementary review for stationary systems, including the multi-input, multi-output case, can be found in
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An elementary treatment that emphasizes Hankel (Behavior) matrices and connections with algebraic properties of rational functions is given in a book that modesty almost prevents me from mentioning:


A more research-oriented review of the Hankel matrix approach, along with an interesting discussion of perspectives and open problems is given in


The abstract shift realization used in Section 4.1 is developed from the approach in


Finally, the realization problem for nonstationary linear systems is discussed in


**Remark 4.2** An early treatment of the nonlinear realization problem in terms of interconnections of linear systems and multipliers is given in


In the degree-2 case, the basic interconnection structure is a cascade connection of a linear system following a multiplicative parallel connection of two linear systems. Additive parallel connections of these basic structures also are used. Realizability tests and realization procedures are developed based on the structural form for the transfer function, $H_1(s_1)H_2(s_2)H_3(s_1+s_2)$, which arises naturally from interconnection results. The issue of realizability in terms of a standard form for the transfer function (say, the symmetric transfer function) is not discussed.
Further development of realization ideas based on structural features of symmetric transfer functions of particular kinds of interconnections of linear systems and multipliers can be found in the following papers.


Treatments of the interconnection realization problem that are not based on particular interconnection structures are given for degree-2 homogeneous systems in


In the first of these papers, an algebraic approach to the Laplace transform is developed based on formal series representations. Using the recognizability property, interconnection realizations are developed from a partial fraction expansion of the given transfer function. The second paper uses a specialization of an interconnection structure for so-called bilinear input/output maps (to be discussed in Chapter 6) to arrive at realizations in the homogeneous case.

Remark 4.3 There are many names in the literature for what are called here bilinear state equations, including "regular systems," "internally bilinear systems," and "internally bi-affine systems." There are good reasons for any of these, and the reader is urged to switch rather than fight. On more substantive matters, an early treatment of the bilinear realization problem for a given Volterra system appeared in


Two approaches to the problem are presented. The first is a (nonconstructive) factorization approach for the sequence of triangular kernels, while the second involves a so-called
generalized Hankel matrix essentially the same as the Behavior matrix in Section 4.3. It is interesting to note the implicit use of the regular kernel in this development. The concepts of span reachability and observability are introduced, and are essential tools in the realization theory. Much of the basic content of this paper also can be found in the papers


Another early paper dealing with bilinear realization is


**Remark 4.4** A much different approach to the bilinear realization problem is given in


This approach involves representing input/output behavior in terms of formal series in noncommuting variables. To indicate in simple terms the nature of the formulation, consider a Volterra system representation in triangular form:

\[
y(t) = h_0(t) + \int_0^t h_1(t, \sigma_1)u(\sigma_1)\,d\sigma_1 + \int_0^t \int_0^{\sigma_2} h_2(t, \sigma_1, \sigma_2)u(\sigma_1)u(\sigma_2)\,d\sigma_1\,d\sigma_2 + \cdots
\]

Suppose that \(h_0(t)\) is analytic for \(t \geq 0\), and that each of the kernels is analytic on its respective domain \(t \geq \sigma_n \geq \cdots \geq \sigma_1 \geq 0\). Then power series representations of the form
can be used. These kernel representations provide a means of associating to the system a
noncommutative formal series in two variables (or, a formal series in two noncommuting
variables),

\[ W = \sum_{j_0=0}^{\infty} \sum_{j_1=0}^{\infty} \sum_{j_2=0}^{\infty} h_{j_0,j_1,j_2} w_{j_0} w_{j_1} w_{j_2} + \cdots \]

The correspondence between the Volterra system representation and the noncommutative
series representation should be clear from just these first "few" terms. Notice that the
noncommutativity is crucial, for if \( w_0 \) and \( w_1 \) commute, then it is impossible to distinguish
between terms. For example, commutativity would imply

\[ w_0 w_1 w_2 w_3 = w_0^2 w_1^2 = w_0^2 w_1 w_1^2 \]

Now, input/output properties of the system can be interpreted as properties of the series.
For example, \( W \) represents linear input/output behavior if and only if each nonzero term
contains precisely one occurrence of the variable \( w_1 \). Also, simple manipulations show
that the system represented by \( W \) is stationary if and only if each nonzero term in \( W \) ends
with the variable \( w_1 \), except for the constant term. In other words, if and only if \( W \) has the
form

\[ W = h_0 + \sum_{j_0=0}^{\infty} h_{0,j_0} w_{j_0} w_1 + \sum_{j_1=0}^{\infty} h_{j_1,j_0} w_{j_1} w_1^2 + \cdots \]

The bilinear realization problem for a system described by \( W \) is set up most naturally in
terms of bilinear state equations of the form

\[ \dot{x}(t) = Ax(t) + Dx(t)u(t) \]

\[ y(t) = cx(t), \quad x(0) = x_0 \]

(Recall Problem 3.12.) Applying the resubstitution method to this state equation yields a
series expression that can be written in the form
\[ y(t) = c \left[ I + A \int_0^t d\sigma + D \int_0^t u(\sigma) d\sigma + A^2 \int_0^t \int_0^\sigma d\sigma_2 d\sigma_1 + AD \int_0^t u(\sigma_2) d\sigma_2 d\sigma_1 \right. \\
\left. + DA \int_0^t u(\sigma_1) \int_0^\sigma d\sigma_2 d\sigma_1 + D^2 \int_0^t u(\sigma_1) \int_0^\sigma u(\sigma_2) d\sigma_2 d\sigma_1 \\
+ A^3 \int_0^t \int_0^\sigma \int_0^\sigma d\sigma_3 d\sigma_2 d\sigma_1 + \cdots \right] x_0 \]

Notice that the coefficient matrix products correspond in a natural way to the order of the iterated integrals of either 1 or \( u(t) \). These iterated integrals can be denoted by a monomial in two variables, \( w_0 \) and \( w_1 \), to yield a noncommutative series representation for the response of the bilinear system,

\[ y = cx_0 + cAx_0w_0 + cDx_0w_1 + cA^2x_0w_0^2 + cADx_0w_0w_1 + cDAx_0w_1w_0 + cD^2x_0w_1^2 + cA^3x_0w_0^3 + \cdots \]

Of course, this is a noncommutative series because

\[ \int_0^\sigma \int_0^\sigma u(\sigma_1) d\sigma_2 d\sigma_1 \neq \int_0^\sigma u(\sigma_1) \int_0^\sigma d\sigma_2 d\sigma_1 \]

that is, \( w_0w_1 \neq w_1w_0 \).

Now a bilinear-realizability result can be stated immediately. A system represented by \( W \) is bilinear realizable if and only if there exist two \( m \times m \) matrices \( A \) and \( D \), an \( m \times 1 \) vector \( c \), and a 1 \( \times m \) vector \( x_0 \) such that the coefficient of \( w_0^j w_1^k w_0^{j_1} \cdots w_1^{j_k} \) in \( W \) is given by \( cA^{j_1}DA^{j_1+1} \cdots DA^{j_k}x_0 \). This condition is equivalent to a rationality condition in the algebraic theory of noncommutative series, and a quick glance at the references will show that this is only the beginning of the story. The concepts of minimality, span reachability, observability, and even a Behavior matrix, all can be formulated from the theory. In fact the regular transfer function representation for stationary Volterra systems can be defined as a commutative series that can be obtained by associating the \( k \)-variable commutative monomial \( s_1^{-(j_1+1)} \cdots s_k^{-(j_k+1)} \) to the 2-variable noncommutative monomial \( w_0^j w_1^k \cdots w_0^{j_1} \cdots w_1^{j_k} \). This connection is discussed in


**Remark 4.5** The shift realization approach to bilinear realization theory that I have used so extensively is based on

A. Frazho, "A Shift Operator Approach to Bilinear System Theory," *SIAM Journal on*


For single-input, single-output systems, the result can be outlined as follows. The input space $U$ consists of all measurable functions $u(t)$ defined on $[0,T]$ and satisfying $|u(t)| \leq M$ for all $t \in [0,T]$, where $T$ and $M$ are fixed. The output signal is given in operator notation by $y = F[u]$. It is assumed that $F$ is causal, and continuous in the sense that the sequence of output signals $F[u_k], k = 0,1, \ldots,$ converges uniformly to $F[u]$ whenever the sequence of input signals converges weakly to the input $u$. Then for every $\varepsilon > 0$ there is a bilinear realization whose operator representation $y = B[u]$ satisfies $|F[u] - B[u]| < \varepsilon$ for all $t \in [0,T]$ and all $u \in U$.


**Remark 4.7** Of course, other kinds of realizations can be discussed in addition to bilinear realizations. Linear-analytic state equations have been studied in this regard, though not nearly to the extent of bilinear state equations. See R. Brockett, "Volterra Series and Geometric Control Theory," Automatica, Vol. 12, pp. 167-176, 1976 (addendum with E. Gilbert, Vol. 12, p. 635).

It is not hard to show that a homogeneous or polynomial system is linear-analytic realizable if and only if it is bilinear realizable. The point is that a minimal linear-analytic realization can be of lower dimension than a minimal bilinear realization. For the
homogeneous case, a procedure for computing a minimal linear-analytic realization for a bilinear-realizable system is given in


For polynomial systems, the minimal linear-analytic realization problem is discussed in


In the Volterra system case, much remains to be done. The kinds of things that happen when considering linear-analytic realizations are indicated by a rather simple example. Consider the system with input/output behavior

\[ y(t) = \tanh \left[ \int_0^t u(\sigma) d\sigma \right] \]

Using the power series expansion of the hyperbolic tangent about 0 gives a Volterra system representation of the form

\[ y(t) = \sum_{n=1}^{\infty} \frac{\alpha_n}{n!} \int_0^t u(\sigma_1) \cdots u(\sigma_n) d\sigma_1 \cdots d\sigma_n \]

where alphas are used because the actual coefficients are rather complicated. In triangular form, the Volterra system can be represented by

\[ y(t) = \sum_{n=1}^{\infty} \int_{\sigma_1}^{t} \cdots \int_{\sigma_{n-1}}^{\sigma_n} \alpha_n u(\sigma_1) \cdots u(\sigma_n) d\sigma_1 \cdots d\sigma_n \]

This Volterra system has a scalar linear-analytic realization, namely,

\[ \dot{x}(t) = [1 - x^2(t)]u(t) \]

\[ y(t) = x(t), \quad x(0) = 0 \]

but no finite-dimensional bilinear realization. In addition to showing that linear-analytic realizability and bilinear realizability for Volterra systems are not equivalent, this example shows why infinite-dimensional bilinear realizations might be of interest. For a simple calculation of triangular kernels shows that the Volterra system has a realization of the form
\[
\frac{d}{dt} \begin{bmatrix}
  x_1(t) \\
  x_2(t) \\
  x_3(t) \\
  \vdots
\end{bmatrix} = \begin{bmatrix}
  0 & 0 & 0 & \cdots \\
  1 & 0 & 0 & \cdots \\
  0 & 1 & 0 & \cdots \\
  \vdots & \vdots & \vdots & \ddots
\end{bmatrix} \begin{bmatrix}
  x_1(t) \\
  x_2(t) \\
  x_3(t) \\
  \vdots
\end{bmatrix} u(t) + \begin{bmatrix}
  1 \\
  0 \\
  0 \\
  \vdots
\end{bmatrix} u(t)
\]

\[
y(t) = [\alpha_1 \alpha_2 \alpha_3 \cdots] \begin{bmatrix}
  x_1(t) \\
  x_2(t) \\
  x_3(t) \\
  \vdots
\end{bmatrix}
\]

Infinite-dimensional bilinear realizations are discussed in the paper by Frazho mentioned in Remark 4.5, and in


Of course, realizations in terms of state equations more general than linear-analytic also can be considered. A transform-domain characterization of realizability and minimality for degree-2 homogeneous systems in terms of very general state equations is given in


Further results, including a canonical form for minimal realizations and the fact that the state spaces of minimal realizations are related by a particular type of homeomorphism, are to appear in


### 4.7 Problems

4.1. Suppose the Behavior matrix \(B_H\) in (15) for a given linear system has rank \(n\). Show that the first \(n\) columns of \(B_H\) are linearly independent.
4.2. If the Behavior matrix $B_H$ in (15) for a given linear system has rank $n$, let

$$A_1 = \begin{bmatrix} h_0 & h_1 & \cdots & h_{n-1} \\ h_1 & h_2 & \cdots & h_n \\ \vdots & \vdots & \ddots & \vdots \\ h_{n-1} & h_n & \cdots & h_{2n-2} \end{bmatrix}, \quad A_2 = \begin{bmatrix} h_1 & h_2 & \cdots & h_n \\ h_2 & h_3 & \cdots & h_{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ h_n & h_{n+1} & \cdots & h_{2n-1} \end{bmatrix}$$

Show that

$$A = A_2 A_1^{-1} , \quad b = \begin{bmatrix} h_0 \\ h_1 \\ \vdots \\ h_{n-1} \end{bmatrix}, \quad c = [1 \ 0 \ \cdots \ 0]$$

is a minimal realization of the system. (Note that $A_1^{-1}$ exists by Problem 4.1.)

4.3. If $H(s)$ is a strictly proper rational function, and the linear space $U = \text{span} \{ H(s), Sh(s), S^2 H(s), \cdots \}$ has dimension $m$, show that $H(s), Sh(s), \cdots, S^{m-1} H(s)$ is a basis for $U$.

4.4. Suppose a degree-2 homogeneous system is described by the strictly proper regular transfer function

$$H_{\text{reg}}(s_1, s_2) = \frac{1}{s_1 s_2 + 1}$$

Compute the dimension of the linear space $U$ defined in (48) and (49).

4.5. Find a minimal bilinear realization for the square-integral computer discussed in Example 1.4. Give another state-equation realization that has lower dimension than the minimal bilinear realization.

4.6. Compute a minimal bilinear realization for the degree-2 polynomial system

$$\hat{H}(s_1, s_2) = (\frac{1}{s_1 + 1}, \frac{1}{s_1 + 2(s_2 + 1)}, 0, \cdots)$$

4.7. Show that a degree-$N$ truncation of the Volterra system in Example 4.6 has a minimal bilinear realization of dimension $N$.

4.8. For the Volterra system

$$\hat{H}(s_1, \ldots, s_\infty) = (\frac{k_1}{s_1 + 1}, \frac{k_2}{(s_1 + 1)(s_2 + 1)}, \frac{k_3}{(s_1 + 1)(s_2 + 1)(s_3 + 1)}, \cdots)$$

suppose the numerator coefficients are such that
corresponds to a strictly proper rational function. Show that the system is bilinear realizable.

4.9. Does the shift realization approach yield a simple, block-partitioned structure for bilinear realizations in the Volterra system case?

4.10. Show that the system described by

\[ H_{\text{reg}}(s_1, \ldots, s_n) = \frac{1}{Q_1(s_1)Q_2(s_2) \cdots Q_n(s_n)} \]

is realized by the interconnection structured system shown below.

4.11. For the case where the numerator of the regular transfer function in (31) is a constant, show that the bilinear realization in (40) is minimal if and only if every linear realization in (39) is minimal.

4.12. For the bilinear state equation

\[ \dot{x}(t) = Ax(t) + Dx(x)u(t) + bu(t) \]

\[ y(t) = cx(t) \]

suppose that the state vector is changed according to \( z(t) = Tx(t) \), where \( T \) is an \( n \times n \), invertible matrix. Find the state equation in terms of \( z(t) \).

4.13. Show that the bilinear state equation \((A,D,b,c,R^m)\) is span reachable if and only if \((TAT^{-1},TDT^{-1},Tb,cT^{-1},R^m)\) is span reachable.

4.14. Suppose \( A \) and \( D \) are \( m \times m \) matrices, and \( X \) is a linear space that is invariant under \((A + Du)\) for all real numbers \( u \). Show that \( X \) is invariant under both \( A \) and \( D \).

4.15 Prove Theorem 4.19.

4.16. Suppose a degree-\( n \) homogeneous system is described by a strictly proper, recognizable regular transfer function wherein all the roots of the denominator polynomials have negative real parts. Show that if \((A,D,b,c,R^m)\) is a minimal bilinear realization of the system, then all the eigenvalues of \( A \) will have negative real parts. Show also that the system is bounded-input, bounded-output stable.
4.17. Suppose a bilinear-realizable system is connected in cascade with a linear-realizable system. Show that the overall system is bilinear realizable, regardless of the ordering of the two systems in the cascade. (Do not peek at Appendix 4.1.)

4.18 Polynomial systems of certain types can be represented by the sum of the regular transfer functions of the homogeneous subsystems. Show how this works by redoing Example 4.6 beginning with

\[ \hat{H}(s_1, s_2) = \frac{1}{s_1+1} + \frac{1}{(s_1+2)(s_2+3)} = \frac{s_1s_2+4s_1+2s_2+7}{(s_1+1)(s_1+2)(s_2+3)} \]

and slightly modifying the realization procedure.

4.19 This problem considers further the representation suggested in Problem 4.18. Show that a degree-\(N\) polynomial system is bilinear realizable if and only if the sum of the subsystem regular transfer functions is a recognizable function which is strictly proper in \(s_1\) and proper in \(s_2, \ldots, s_N\).

**APPENDIX 4.1 Interconnection Rules for the Regular Transfer Function**

The derivation of interconnection rules for the regular transfer function representation apparently best proceeds in a manner closely tied to the structure of bilinear state equations. This approach is in contrast to the development of interconnection rules for the other transfer function representations. At any rate, Chapters 3 and 4 have provided the theory needed to generate a table of regular transfer functions, and it is the purpose of this appendix to present such a table, and to show how it is derived.

The types of systems to be considered are interconnections of linear systems and homogeneous bilinear systems (all finite dimensional). The linear systems will be described in terms of a state equation

\[ \dot{z}(t) = Fz(t) + gu(t) \]
\[ y(t) = hz(t) \]

or a (strictly proper, rational) transfer function

\[ H(s) = h(sI - F)^{-1}g \]

The homogeneous bilinear systems will be described in terms of a state equation

\[ \dot{x}(t) = Ax(t) + Dx(t)u(t) + bu(t) \]
\[ y(t) = cx(t) \]

or a (strictly proper, recognizable) regular transfer function as given in (30) of Section 4.2:
\[ H_{\text{reg}}(s_1, \ldots, s_n) = c(s_n I - A)^{-1} D(s_{n-1} I - A)^{-1} D \cdots (s_1 I - A)^{-1} b \]

(As usual, the dimension of identity matrices will be fixed by conformability requirements, and will not be indicated by notation.)

The fact that a degree-\(n\) homogeneous bilinear state equation can be assumed to be in the block partitioned form (40) will be important. This block form is repeated below for convenience.

\[
x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \\ \vdots \\ x_n(t) \end{bmatrix}, \quad A = \begin{bmatrix} A_1 & 0 & \cdots & 0 \\ 0 & A_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_n \end{bmatrix}, \quad D = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ D_1 & 0 & \cdots & 0 \\ 0 & D_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & D_{n-1} \end{bmatrix}
\]

\[ c = [0 \cdots 0 \ c_n], \quad b = \begin{bmatrix} b_1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \]

In terms of this block form, the regular transfer function can be written as

\[ H_{\text{reg}}(s_1, \ldots, s_n) = c_n(s_n I - A_n)^{-1} D_{n-1}(s_{n-1} I - A_{n-1})^{-1} D_{n-2} \cdots (s_1 I - A_1)^{-1} b_1 \]

To generate a table of interconnection formulas, the basic idea is similar to Carleman linearization. The first step is to write a composite state equation for the overall system in terms of subsystem state equations. The second step is to derive a differential equation for the new "Kronecker product variables" that appear in the composite state equation. Finally, if all these equations can be written as a big bilinear state equation, then the regular transfer function of the overall system is easy to compute, in principle.

To illustrate this procedure, consider the next-to-last entry in Table 4.1; the multiplicative parallel connection of a linear system and a degree-2 homogeneous bilinear system. Making use of the block form of the homogeneous bilinear state equation, the overall system can be described by:

\[
\dot{z}(t) = Fz(t) + gu(t) \\
\dot{x}_1(t) = A_1 x_1(t) + b_1 u(t) \\
\dot{x}_2(t) = A_2 x_2(t) + D_1 x_1(t) u(t) \\
y(t) = hz(t) c_2 x_2(t)
\]

Using the Kronecker product, the (scalar) output equation can be written in the form

\[ y(t) = [hz(t)] \otimes [c_2 x_2(t)] = [h \otimes c_2][z(t) \otimes x_2(t)] \]

Now, a bilinear equation for \( z(t) \otimes x_2(t) \) is easily computed:
\[
\frac{d}{dt} [z(t) \otimes x_2(t)] = \dot{z}(t) \otimes x_2(t) + z(t) \otimes \dot{x}_2(t)
\]
\[
= [F \otimes I + I \otimes A_2][z(t) \otimes x_2(t)] + [g \otimes I]x_2(t)u(t)
\]
\[
+ [I \otimes D_1][z(t) \otimes x_1(t)]u(t)
\]

For the new term \(z(t) \otimes x_1(t)\), a similar calculation gives a bilinear equation
\[
\frac{d}{dt} [z(t) \otimes x_1(t)] = [F \otimes I + I \otimes A_1][z(t) \otimes x_1(t)] + [g \otimes I]x_1(t)u(t)
\]
\[
+ [I \otimes b_1]z(t)u(t)
\]

Collecting all the state equations, and letting
\[
\dot{x}(t) = \begin{bmatrix}
  z(t) \\
  x_1(t) \\
  x_2(t) \\
  z(t) \otimes x_2(t) \\
  z(t) \otimes x_1(t)
\end{bmatrix}
\]

\[
\frac{d}{dt} \dot{x}(t) = \begin{bmatrix}
  F & 0 & 0 & 0 & 0 \\
  0 & A_1 & 0 & 0 & 0 \\
  0 & 0 & A_2 & 0 & 0 \\
  0 & 0 & 0 & [F \otimes I + I \otimes A_1] & 0 \\
  0 & 0 & 0 & 0 & [F \otimes I + I \otimes A_2]
\end{bmatrix} \dot{x}(t)
\]
\[
+ \begin{bmatrix}
  0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 \\
  0 & D_1 & 0 & 0 & 0 \\
  I \otimes b_1 & g \otimes I & 0 & 0 & 0 \\
  0 & 0 & g \otimes I & I \otimes D_1 & 0
\end{bmatrix} \dot{x}(t)u(t) + \begin{bmatrix}
  g \\
  b_1 \\
  0 \\
  0 \\
  0
\end{bmatrix} u(t)
\]

Finally, a simple calculation gives the regular transfer function corresponding to this block-partitioned bilinear state equation, as shown in Table 4.1.

The remaining entries in Table 4.1 are derived in the same way. In each case, a bilinear state equation is derived for the overall system, and then the regular transfer function is computed from the state equation. Of course, the reader will recall from Chapter 3 that the reduced Kronecker product can be used to obtain interconnection formulas that are more economical of dimension, but less explicit.
Table 4.1

Interconnection Table for Regular Transfer Functions*

\[
H_{\text{reg}}(s_1, \ldots, s_n) = c_1(s_1 I - A_1)^{-1} b_1 \prod c_2(s_2 I - A_2)^{-1} b_2 \prod \cdots \prod c_n(s_n I - A_n)^{-1} b_n
\]

\[
H_{\text{reg}}(s_1, s_2, s_3) = h(s_3 I - F)^{-1} g c_2(s_2 I - A_2)^{-1} D_1(s_1 I - A_1)^{-1} b_1
\]

\[
H_{\text{reg}}(s_1, \ldots, s_4) = c_2(s_4 I - A_2)^{-1} (D_1 \otimes h)(s_3 I - A_1 \otimes I \otimes I) I^{-1} F^{-1} \\
\left[ (I \otimes g)(s_2 I - A_1)^{-1} b_1 h + ((b_1 h) \otimes I)(s_2 I - F \otimes I \otimes I) I^{-1} F^{-1} \\
(g \otimes I + I \otimes g) \right](s_1 I - F)^{-1} g
\]

\[
H_{\text{reg}}(s_1, \ldots, s_n) = h(s_n I - F)^{-1} g c_n(s_n I - A_n)^{-1} D_{n-1}(s_{n-1} I - A_{n-1})^{-1} D_{n-2} \cdots (s_1 I - A_1)^{-1} b_1 
\]

\[
H_{\text{reg}}(s_1, s_2) = c_2(s_2 I - A_2)^{-1} (D_1 \otimes h)(s_2 I - A_1 \otimes I \otimes I) I^{-1} F^{-1} \\
\left[ (I \otimes g)(s_1 I - A_1)^{-1} b_1 h + ((b_1 h) \otimes I)(s_2 I - F \otimes I \otimes I) I^{-1} F^{-1} \\
(g \otimes I + I \otimes g) \right](s_1 I - F)^{-1} g
\]
\[ H_{\text{reg}}(s_1, s_2) = (c \otimes h)(s_2 I - A \otimes I - I \otimes F)^{-1}[(I \otimes g)(s_1 I - A)^{-1} b + (b \otimes I)(s_1 I - F)^{-1} g] \]

\[ H_{\text{reg}}(s_1, s_2, s_3) = (h \otimes c_2)(s_3 I - F \otimes I - I \otimes A_2)^{-1}[(g \otimes I)(s_2 I - A_2)^{-1} D_1 (s_1 I - A_1)^{-1} b_1 + (I \otimes D)(s_2 I - F \otimes I - I \otimes A_1)^{-1} [(I \otimes b_1)(s_1 I - F)^{-1} g + (g \otimes I)(s_1 I - A_1)^{-1} b_1)] \]

\[ H_{\text{reg}}(s_1, \ldots, s_n) = h(s_n I - F)^{-1} \hat{c}(s_n I - \hat{A}_n)^{-1} \hat{b}_n (s_{n-1} I - \hat{A}_{n-1})^{-1} \hat{b}_{n-1} \cdots (s_1 I - \hat{A}_1)^{-1} \hat{b}_1 \]

where

\[ \hat{c} = c \otimes c \otimes \cdots \otimes c \quad (n \text{ factors}) \]

\[ \hat{A}_j = I \otimes \cdots \otimes I \otimes A + I \otimes \cdots \otimes I \otimes A \otimes I \]
\[ + \cdots + A \otimes I \otimes \cdots \otimes I \quad (j \text{ terms}) \]

\[ \hat{b}_j = I \otimes \cdots \otimes I \otimes b + I \otimes \cdots \otimes I \otimes b \otimes I \]
\[ + \cdots + b \otimes I \otimes \cdots \otimes I \quad (j \text{ terms}) \]

* \( \Pi \) denotes time-domain multiplication, \( \otimes \) denotes Kronecker product.
CHAPTER 5
RESPONSE CHARACTERISTICS OF STATIONARY SYSTEMS

Methods for computing the response of a homogeneous system to a specified input signal have been discussed in previous chapters. The integrations can be carried out in the time-domain representation, or the association of variables method can be used in the transform domain. In terms of the regular transfer function, a more explicit approach can be used when the input is a sum of exponentials. Response computation for a polynomial system is simply a matter of adding the homogeneous-subsystem responses, though a convenient notation can be hard to find. The same is true of Volterra systems, with the additional complication of convergence issues.

For specific types of input signals, the response of a homogeneous system has special features that generalize well known properties of linear systems. This is especially true in the stationary system case, and thus I will discuss only that situation. The response to impulse inputs, the steady-state response to sinusoidal inputs, and properties of the response to stochastic inputs will be considered. Most of the discussion will be in terms of the symmetric kernel or symmetric transfer function. This is both a matter of tradition, and a result of the fact that the formulas usually appear in a simple form when expressed in terms of symmetric representations. The material in this chapter will be useful in connection with the identification problem to be discussed in Chapter 7.

5.1 Response to Impulse Inputs

In this section the response of homogeneous systems to inputs composed of impulse functions will be computed. For the polynomial or Volterra system cases, not much can be done other than to add up the homogeneous-subsystem responses. The symmetric kernel representation will be used throughout this section. Of course, these kernels are assumed to be impulse free, so that the impulse response is guaranteed to be defined.

Surely I will bore the reader by reminding that for the linear system

\[ y(t) = \int_{0}^{t} h(t-\sigma)u(\sigma) \, d\sigma \]  

the input \( u(t) = \delta_{0}(t) \) yields the response \( y(t) = h(t), t \geq 0 \). That is, the impulse response
of a linear system traces out the kernel. For a degree-$n$ ($>1$) homogeneous system
\[ y(t) = \int_0^t h_{\text{sym}}(t-\sigma_1, \ldots, t-\sigma_n) u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_1 \cdots d\sigma_n \] (2)
the input $\delta_0(t)$ yields the response $h_{\text{sym}}(t, \ldots, t)$, $t \geq 0$.

More interesting calculations arise when inputs composed of sums of impulses are considered. For example, suppose the input to (2) is
\[ u(t) = \delta_0(t) + \delta_0(t-T), \quad T > 0 \] (3)
One way to compute the response is to multiply out the expression
\[ u(\sigma_1) \cdots u(\sigma_n) = [\delta_0(\sigma_1) + \delta_0(\sigma_1-T)] \cdots [\delta_0(\sigma_n) + \delta_0(\sigma_n-T)] \] (4)
and integrate over each term. This is not difficult because symmetry and some simple combinatorics come to the rescue. The indices can be permuted so that the general term arising in the product in (4) takes the form
\[ \delta_0(\sigma_1) \cdots \delta_0(\sigma_m) \delta_0(\sigma_{m+1}-T) \cdots \delta_0(\sigma_n-T) \]
without changing the outcome of the integrations. In fact, there will be $\binom{n}{m}$ terms from (4) that can be written in this particular form. Thus, the response is
\[ y(t) = \sum_{m=0}^n \binom{n}{m} h_{\text{sym}}(t, \ldots, t; t-T, \ldots, t-T) \] (5)

Now consider the general case where the input to the degree-$n$ system (2) is
\[ u(t) = \delta_0(t) + \delta_0(t-T_1) + \cdots + \delta_0(t-T_{p-1}) \] (6)
where $T_1, \ldots, T_{p-1}$ is a set of distinct positive numbers. ( Portions of the following analysis should be reminiscent of Section 2.4.) Again, the procedure is to expand the product
\[ u(\sigma_1) \cdots u(\sigma_n) = [\delta_0(\sigma_1) + \cdots + \delta_0(\sigma_{1}-T_{p-1})] \cdots [\delta_0(\sigma_n) + \cdots + \delta_0(\sigma_{n}-T_{p-1})] \]
and then perform the integration over each term. But permutation of indices does not affect these integrations, and so the general term in the product can be written in the form
\[ \delta_0(\sigma_1) \cdots \delta_0(\sigma_{m_1}) \delta_0(\sigma_{m_1+1}-T_1) \cdots \delta_0(\sigma_{m_1+m_2}-T_1) \cdots \delta_0(\sigma_{n-m_p+1}-T_{p-1}) \cdots \delta_0(\sigma_{n}-T_{p-1}) \]
Counting the number of terms that can be written in this way for a particular $m_1, \ldots, m_p$ yields multinomial coefficients, and the response is given by
\[ y(t) = \sum_{m} \frac{n!}{m_1! \cdots m_p!} h_{\text{sym}}(t, \ldots, t; t-T_{p-1}, \ldots, t-T_{p-1}) \] (7)
where $\sum$ is a $p$-fold summation over all integer indices $m_1, \ldots, m_p$ such that $0 \leq m_i \leq n$ and $m_1 + \cdots + m_p = n$. 200
5.2 Steady-State Response to Sinusoidal Inputs

For the remainder of this chapter, steady-state response properties will be the subject of principal interest. Thus consideration of input/output stability properties is needed to insure that the steady-state response is bounded. In the time domain, it is apparent from bounding calculations in Section 1.3 that a sufficient condition for bounded input, bounded output stability of a degree-n homogeneous system is

$$\int_{-\infty}^{\infty} \left| h_{\text{sym}}(t_1, \ldots, t_n) \right| \, dt_1 \cdots dt_n < \infty$$

But in terms of transform representations, conditions are more difficult to find. A well known condition for linear systems described by reduced rational transfer functions is that a system is bounded input, bounded output stable if and only if all the poles of the transfer function have negative real parts. In the degree-n case \( n > 1 \), a sufficient condition of similar type can be given for systems described by strictly proper, recognizable, regular transfer functions (Problem 4.16). Unfortunately, this result is much less simple to state in terms of the symmetric transfer function. Furthermore, the difficulty in factoring general symmetric polynomials makes conditions on the factors very hard to check. Thus the stability properties needed for a valid steady-state analysis will simply be assumed.

For a stationary linear system described by

$$y(t) = \int_0^t h(\sigma) u(t-\sigma) \, d\sigma$$

(8)

consider the response to the one-sided input signal

$$u(t) = 2A \cos(\omega t), \ t \geq 0$$

(9)

It is more convenient to write this input in the complex exponential form

$$u(t) = Ae^{i\omega t} + Ae^{-i\omega t}$$

(10)

for then

$$y(t) = A \int_0^t h(\sigma) e^{i\omega(t-\sigma)} \, d\sigma + A \int_0^t h(\sigma) e^{-i\omega(t-\sigma)} \, d\sigma$$

(11)

or

$$y(t) = A \left[ \int_0^t h(\sigma) e^{-i\omega \sigma} \, d\sigma \right] e^{i\omega t} + A \left[ \int_0^t h(\sigma) e^{i\omega \sigma} \, d\sigma \right] e^{-i\omega t}$$

(12)

Assuming the system is stable, as \( t \to \infty \) the integrals converge to \( H(i\omega) \) and \( H(-i\omega) \), respectively, where
is the system transfer function. Thus, by picking \( T \) large enough, it can be guaranteed that for all \( t \geq T \) the system response is within a specified tolerance of the so-called steady-state response

\[
y_{ss}(t) = AH(i\omega)e^{i\omega t} + AH(-i\omega)e^{-i\omega t}
\]

Of course using standard identities this steady-state response can be rewritten in the forms

\[
y_{ss}(t) = 2A \text{Re}[H(i\omega)] \cos(\omega t) - 2A \text{Im}[H(i\omega)] \sin(\omega t)
\]

or

\[
y_{ss}(t) = 2A |H(i\omega)| \cos[\omega t + \angle H(i\omega)]
\]

where standard notations have been used for real part, imaginary part, magnitude, and angle. These calculations simply make explicit the well known fact that the steady-state response of a linear system to a sinusoidal input of frequency \( \omega \) is a sinusoid of the same frequency, with amplitude and phase determined by the magnitude and angle of the transfer function evaluated at \( s = \omega \). (I should point out that there is another way to view the steady state. The input can be considered to begin at \( t = -\infty \), and then the response at any finite \( t \) is the steady-state response.)

Now consider the generalization of these results to homogeneous systems described by

\[
y(t) = \int_{0}^{t} h_{sym}(\sigma_1, \ldots, \sigma_n) u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n
\]

But before I begin, it seems wise to point out a common pitfall in discussing the response of a nonlinear system to sinusoidal inputs. When working with linear systems, it is common to consider the input (9) as the real part of the phasor \( 2Ae^{i\omega t} \). Then the response of the system to this complex input is calculated, and the response of the system to (9) is found simply by taking the real part of the response to the phasor. However, this shortcut depends crucially on the assumption of linearity, as the following example shows.

**Example 5.1** To compute the response of the system \( y(t) = u^2(t) \) to the input (9), application of the input \( u_1(t) = 2Ae^{i\omega t} \) gives the response \( y_1(t) = 4A^2e^{i2\omega t} \). Then an erroneous conclusion is that the system response to (9) is \( y(t) = 4A^2 \cos(2\omega t) \). It is erroneous because direct application of (9) gives \( y(t) = 4A^2 \cos^2(\omega t) = 2A^2 + 2A^2 \cos(2\omega t) \).

With the one-sided input signal (10) the response of (17) can be computed from
\[ y(t) = \int_0^t h_{\text{sym}}(\sigma_1, \ldots, \sigma_n) \prod_{j=1}^n \left[ Ae^{i\omega(t-\sigma_j)} + Ae^{-i\omega(t-\sigma_j)} \right] d\sigma_1 \cdots d\sigma_n \]  

(18)

To put this expression in more useful form, I will mimic the double-exponential-input development of Section 2.4. Letting \( \lambda_1 = i\omega \) and \( \lambda_2 = -i\omega \) facilitates this development, for then

\[ y(t) = A^n \int_0^t h_{\text{sym}}(\sigma_1, \ldots, \sigma_n) \sum_{k_1=1}^2 \sum_{k_n=1}^2 \exp \left[ \sum_{j=1}^n \lambda_{k_j}(t-\sigma_j) \right] d\sigma_1 \cdots d\sigma_n \]

\[ = A^n \sum_{k_1=1}^2 \sum_{k_n=1}^2 \left[ \int_0^t h_{\text{sym}}(\sigma_1, \ldots, \sigma_n) \exp(\sum_{j=1}^n \lambda_{k_j} \sigma_j) d\sigma_1 \cdots d\sigma_n \right] \exp(\sum_{j=1}^n \lambda_{k_j} t) \]

(19)

In a manner similar to the linear case, consider the response for large values of \( t \). Assuming stability of the system, the bracketed term in (19) approaches \( H_{\text{sym}}(\lambda_{k_1}, \ldots, \lambda_{k_n}) \) as \( t \to \infty \). Thus \( y(t) \) in (19) becomes arbitrarily close to the steady-state response defined by

\[ y_{ss}(t) = A^n \sum_{k_1=1}^2 \sum_{k_n=1}^2 H_{\text{sym}}(\lambda_{k_1}, \ldots, \lambda_{k_n}) \exp(\sum_{j=1}^n \lambda_{k_j} t) \]

(20)

an expression that clearly is analogous to (14). Collecting together those terms with identical exponents \( [k\lambda_1 + (n-k)\lambda_2] \), and recalling the definitions of \( \lambda_1 \) and \( \lambda_2 \), (20) can be written as

\[ y_{ss}(t) = A^n \sum_{k=0}^n G_{k,n-k}(i\omega, -i\omega)e^{i(2k-n)\omega t} \]

(21)

where

\[ G_{k,n-k}(\lambda_1, \lambda_2) = \sum_{k_1=1}^2 \sum_{k_n=1}^2 H_{\text{sym}}(\lambda_{k_1}, \ldots, \lambda_{k_n}) \]

\[ = \left[ \begin{array}{c} n \end{array} \right] \sum_{k=0}^{n-k} H_{\text{sym}}(\lambda_1, \ldots, \lambda_{k}; \lambda_2, \ldots, \lambda_{n-k}) \]

(22)

One useful identity that follows from (22) is

\[ G_{k,n-k}(i\omega, -i\omega) = G_{n-k,k}(-i\omega, i\omega) \]

It is convenient to rearrange the terms in (21) as follows. First write
\[ y_{ss}(t) = A^n [G_{n,0}(i\omega,-i\omega)e^{in\omega t} + G_{0,n}(i\omega,-i\omega)e^{-in\omega t}] \\
+ A^n [G_{n-1,1}(i\omega,-i\omega)e^{i(n-2)\omega t} + G_{1,n-1}(i\omega,-i\omega)e^{-i(n-2)\omega t}] \\
+ \cdots + \begin{cases} 
A^n G_{n/2,n/2}(i\omega,-i\omega), & n \text{ even} \\
A^n [G_{n+1/2,n-1/2}(i\omega,-i\omega)e^{i\omega t} + G_{n-1/2,n+1/2}(i\omega,-i\omega)e^{-i\omega t}], & n \text{ odd} 
\end{cases} \\
= A^n [G_{n,0}(i\omega,-i\omega)e^{in\omega t} + G_{n,0}(-i\omega,i\omega)e^{-in\omega t}] \\
+ A^n [G_{n-1,1}(i\omega,-i\omega)e^{i(n-2)\omega t} + G_{n-1,1}(-i\omega,i\omega)e^{-i(n-2)\omega t}] \\
+ \cdots + \begin{cases} 
A^n G_{n/2,n/2}(i\omega,-i\omega), & n \text{ even} \\
A^n [G_{n+1/2,n-1/2}(i\omega,-i\omega)e^{i\omega t} + G_{n-1/2,n+1/2}(-i\omega,i\omega)e^{-i\omega t}], & n \text{ odd} 
\end{cases} \tag{23}
\]

Now, using standard identities,

\[ y_{ss}(t) = 2A^n \left| G_{n,0}(i\omega,-i\omega) \right| \cos[n\omega t + \angle G_{n,0}(i\omega,-i\omega)] \\
+ 2A^n \left| G_{n-1,1}(i\omega,-i\omega) \right| \cos[(n-2)\omega t + \angle G_{n-1,1}(i\omega,i\omega)] \\
+ \cdots + \begin{cases} 
A^n G_{n/2,n/2}(i\omega,-i\omega), & n \text{ even} \\
2A^n \left| G_{n+1/2,n-1/2}(i\omega,-i\omega) \right| \cos[\omega t + \angle G_{n+1/2,n-1/2}(i\omega,-i\omega)], & n \text{ odd} 
\end{cases} \tag{24}
\]

Thus the steady-state response of a degree-\( n \) homogeneous system to a cosinusoidal input of frequency \( \omega \) is composed of cosinusoidal components at frequencies \( n\omega, (n-2)\omega, \ldots, 0 \) (\( n \) even) or \( \omega \) (\( n \) odd).

Now consider a degree-\( N \) polynomial system

\[ y(t) = \sum_{n=1}^{N} \int_{-\infty}^{\infty} h_{n}(\sigma_1, \ldots, \sigma_n) u(t - \sigma_1) \cdots u(t - \sigma_n) d\sigma_1 \cdots d\sigma_n \tag{25} \]

with the input signal \( u(t) = 2A \cos(\omega t) \). The steady-state response is obtained by adding the contributions of each homogeneous subsystem. Each degree-\( n \) subsystem where \( n \) is odd contributes terms at frequencies \( \omega, 3\omega, \ldots, n\omega \). Each degree-\( n \) subsystem where \( n \) is even contributes a constant term and terms at frequencies \( 2\omega, 4\omega, \ldots, n\omega \). From (23) the contribution of the degree-\( n \) subsystem to frequency \( k\omega \), assuming \( k \leq n \) and \( k \) and \( n \) have the same parity, is
\[
A^n G_{\frac{n+k}{2}, \frac{n-k}{2}} (i\omega, -i\omega)e^{ik\omega t} + A^n G_{\frac{n+k}{2}, \frac{n-k}{2}} (-i\omega, i\omega) e^{-ik\omega t}
\] (26)

(It is useful to observe that the sum of the subscripts on \(G\) indicates the degree of the subsystem, and the difference of the subscripts the harmonic.) Thus letting \(N_k\) be the greatest integer \(\leq N\) with the same parity as \(k\), the steady-state response of (25) can be written as

\[
y_{ss}(t) = f_0(A, i\omega) + \sum_{k=1}^{N} \left[ f_k(A, i\omega) e^{ik\omega t} + f_{-k}(A, -i\omega) e^{-ik\omega t} \right]
\] (27)

where

\[
f_0(A, i\omega) = A^2 G_{1,1}(i\omega, -i\omega) + A^4 G_{2,2}(i\omega, -i\omega)
\]

\[
+ \cdots + A^{N_2} G_{\frac{N_2}{2}, \frac{N_2}{2}} (i\omega, -i\omega)
\]

\[
f_1(A, i\omega) = A G_{1,0}(i\omega, -i\omega) + A^3 G_{2,1}(i\omega, -i\omega)
\]

\[
+ \cdots + A^{N_1} G_{\frac{N_1+1}{2}, \frac{N_1-1}{2}} (i\omega, -i\omega)
\]

\[
f_2(A, i\omega) = A^2 G_{2,0}(i\omega, -i\omega) + A^4 G_{3,1}(i\omega, -i\omega)
\]

\[
+ \cdots + A^{N_2} G_{\frac{N_2+2}{2}, \frac{N_2-2}{2}} (i\omega, -i\omega)
\]

(30)

and so on. The general terms can be written in the forms

\[
f_0(A, i\omega) = \sum_{j=1}^{N_2/2} A^{2j} G_{jj}(i\omega, -i\omega)
\]

\[
f_k(A, i\omega) = \sum_{j=0}^{(N_2-k)/2} A^{k+2j} G_{k+j, j}(i\omega, -i\omega), \quad k=1,2, \ldots, N
\] (31)

As is by now usual, (27) can be written as

\[
y_{ss}(t) = f_0(A, i\omega) + 2 \sum_{k=1}^{N} |f_k(A, i\omega)| \cos[k\omega t + \angle f_k(A, i\omega)]
\] (32)

which makes explicit in real terms the fact that the steady-state response of a polynomial system to sinusoidal inputs can be expressed as a finite Fourier series. Furthermore, the Fourier coefficients are polynomials in the input amplitude \(A\) with coefficients that are functions of the input frequency \(\omega\).

**Example 5.2** Consider the pendulum system in Example 3.8. Using the symmetric transfer functions through degree 3 calculated there, the steady-state response to \(u(t) = 2A\cos(\omega t)\) is given by
\[ y_{ss}(t) = 2 |AH(i\omega) + 3A^3H_{3\text{sym}}(i\omega, i\omega, -i\omega) + \cdots | \cos [\omega t + \phi_1(\omega)] \]
\[ + 2 |A^3H_{3\text{sym}}(i\omega, i\omega, i\omega) + \cdots | \cos [3\omega t + \phi_3(\omega)] + \cdots \]

It is convenient to let
\[
W(s) = \frac{g/L}{s^2 + (a/mL^2)s + g/L}
\]
and write the transfer functions computed in Example 3.8 in the form
\[
H(s) = \frac{1}{mgL} W(s)
\]
\[
H_{3\text{sym}}(s_1, s_2, s_3) = \frac{1}{3!(mgL)^3} W(s_1)W(s_2)W(s_3)W(s_1+s_2+s_3)
\]

Then
\[
\begin{align*}
y_{ss}(t) &= 2 |\frac{A}{mgL} W(i\omega) + \frac{A^3}{2(mgL)^3} W^3(i\omega)W(-i\omega) + \cdots | \cos [\omega t + \phi_1(\omega)] \\
&+ 2 |\frac{A^3}{3(mgL)^3} W^3(i\omega)W(i3\omega) + \cdots | \cos [3\omega t + \phi_3(\omega)] + \cdots
\end{align*}
\]

A simple analysis of this formula can be used to show the possibility of resonance phenomena in the pendulum system at frequencies higher than the input frequency \( \omega \). This phenomenon can occur even for very small input amplitudes \( A \), but it is not predicted by the usual linearized model of the pendulum. To be specific, suppose that the damping coefficient \( a \) is very small in relation to \((g/L)^{1/2}\). Then the poles of \( W(s) \) are very close to the undamped natural frequency \( \omega_o = (g/L)^{1/2} \). In this situation, if \( \omega = \omega_o/3 \), then \( |W(i3\omega)| \) can be very large in comparison to \( |W(i\omega)| \) so that the dominant term in \( y_{ss}(t) \) is the third harmonic. Of course, both the third harmonic term and the fundamental terms in the output depend on higher-degree transfer functions that have been ignored. But it can be shown that these missing terms do not eliminate the possibility of resonance. In fact, the higher-degree terms indicate the possibility of harmonic resonance at many other choices of input frequency.

Although the discussion so far has been in terms of the symmetric transfer function, similar results can be derived for the triangular and regular transfer functions. One way to do this is to use the relationships between the various transfer functions that were derived in Chapter 2. However, it is interesting to take a direct approach in the case of bilinear-realizable regular transfer functions because the required stability property can be explicitly stated.

Suppose
\[ H_{\text{reg}}(s_1, \ldots, s_n) = \frac{P(s_1, \ldots, s_n)}{Q_1(s_1) \cdots Q_n(s_n)} \quad (33) \]

is a strictly proper, recognizable, regular transfer function. With the input signal \( u(t) = 2A \cos(\omega t) \), Theorem 2.10 in Section 2.3 with \( \gamma_1 = i\omega, \gamma_2 = -i\omega \) gives the response formula

\[ Y(s) = A^n \sum_{i_1=1}^2 \cdots \sum_{i_n=1}^2 H_{\text{reg}}(s + \gamma_{i_1} + \cdots + \gamma_{i_{n-1}}, \ldots, s + \gamma_{i_{n-1}}, s) \]

\[ \left[ \frac{1}{s + \gamma_{i_1} + \cdots + \gamma_{i_{n-1}} + i\omega} + \frac{1}{s + \gamma_{i_1} + \cdots + \gamma_{i_{n-1}} - i\omega} \right] \quad (34) \]

Since each term in (34) is a strictly proper, rational function in \( s \), the steady-state response can be computed via partial fraction expansion. If it is assumed that all poles of \( H_{\text{reg}}(s_1, \ldots, s_n) \) have negative real parts, that is, all roots of each \( Q_j(s_j) \) have negative real parts, then the pole factors contributed by the transfer function can be ignored as far as steady-state response is concerned. Furthermore, since the poles contributed by the input terms in (34) occur at

\[ s = \pm i(n-2)\omega, \ldots, \left\{ \begin{array}{ll} \pm i\omega, n \text{ odd} \\ 0, n \text{ even} \end{array} \right. \]

it is clear that the steady-state response is bounded.

To compute the steady-state response, let \( A^n K_k(i\omega) \) be the partial fraction expansion coefficient corresponding to the factor \( (s - ik\omega) \) on the right side of (34). Then, discarding all the terms that will yield zero,

\[ A^n K_k(i\omega) = (s - ik\omega)Y(s) \bigg|_{s = ik\omega} \]

\[ = A^n \sum_{i_1=1}^2 \cdots \sum_{i_n=1}^2 H_{\text{reg}}(s + \gamma_{i_1} + \cdots + \gamma_{i_{n-1}}, \ldots, s + \gamma_{i_{n-1}}, s) \bigg|_{s = ik\omega} \]

\[ + A^n \sum_{i_1=1}^2 \cdots \sum_{i_n=1}^2 H_{\text{reg}}(s + \gamma_{i_1} + \cdots + \gamma_{i_{n-1}}, \ldots, s + \gamma_{i_{n-1}}, s) \bigg|_{s = i(k+1)\omega} \quad (35) \]

This expression can be simplified by combining the two constrained, multiple summations into one implicit sum, and then replacing \( s \) by \( ik\omega \). This gives

\[ K_k(i\omega) = \sum_{\gamma_1, \ldots, \gamma_n = \pm i\omega} \sum_{\gamma_1 + \cdots + \gamma_{n-1} = \pm i(k \pm 1)\omega} H_{\text{reg}}(ik\omega + \gamma_1 + \cdots + \gamma_{n-1}, \ldots, ik\omega + \gamma_{n-1}, ik\omega) \quad (36) \]

While the general term in (36) is messy, note that for small \( n \) it is not hard to write out. And, in general,
The last step is to take the inverse Laplace transform of each term

\[
\frac{K_k(i\omega)}{(s - ik\omega)}
\]

in the partial fraction expansion. Using standard trigonometric identities, the steady-state response is given by

\[
y_{ss}(t) = 2^n |K_n(i\omega)| \cos[n\omega t + \angle K_n(i\omega)]
+ 2^n |K_{n-2}(i\omega)| \cos[(n-2)\omega t + \angle K_{n-2}(i\omega)]
+ \cdots +
\begin{cases}
A^n K_0(i\omega), & n \text{ even} \\
2A^n |K_1(i\omega)| \cos[\omega t + \angle K_1(i\omega)], & n \text{ odd}
\end{cases}
\]  

(37)

For polynomial systems, the contributions of the various homogeneous subsystems can be added together just as discussed earlier.

5.3 Steady-State Response to Multi-Tone Inputs

When a sum of sinusoids is applied to a homogeneous system of degree greater than 1, the response is complicated by the nonlinear interactions between terms of different frequencies. To introduce this topic, I will begin with the so-called two-tone input:

\[
u(t) = 2A_1 \cos(\omega_1 t) + 2A_2 \cos(\omega_2 t), \quad t \geq 0
\]

\[= A_1 e^{i\omega_1 t} + A_1 e^{-i\omega_1 t} + A_2 e^{i\omega_2 t} + A_2 e^{-i\omega_2 t}
\]  

(38)

Again, the growing exponential development in Chapter 2 can be used, this time for the case of four exponentials:

\[\lambda_1 = i\omega_1, \quad \lambda_2 = -i\omega_1, \quad \lambda_3 = i\omega_2, \quad \lambda_4 = -i\omega_2\]

For a degree-\(n\) system with symmetric transfer function \(H_{\text{sym}}(s_1, \ldots, s_n)\), copying (73) of Section 2.4 with the appropriate changes gives

\[
y_{ss}(t) = \sum_m A_1^{m_1+m_2} A_2^{m_3+m_4} G_{m_1,m_2,m_3,m_4}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) e^{(m_1\lambda_1 + \cdots + m_4\lambda_4)t}
\]  

(39)

where
\[ G_{m_1,m_2,m_3,m_4}(\lambda_1,\lambda_2,\lambda_3,\lambda_4) = \frac{n!}{m_1!m_2!m_3!m_4!} H_{\text{sym}}(\lambda_1, \ldots, \lambda_4; \ldots; \lambda_4, \ldots, \lambda_4) \] (40)

and \( \Sigma \) is a four-fold summation over \( m_1, \ldots, m_4 \) such that \( 0 \leq m_i \leq n \) and \( m_1 + \cdots + m_4 = n \). Substituting for the \( \lambda \)'s gives

\[ y_{ss}(t) = \sum_{m} A_1^{m_1+m_2} A_2^{m_3+m_4} G_{m_1,m_2,m_3,m_4}(i\omega_1,-i\omega_1,i\omega_2,-i\omega_2) e^{i[(m_1-m_2)\omega_1+(m_1-m_2)\omega_2]t} \] (41)

**Example 5.3** It is perhaps instructive to catalog the terms in (41) for the case \( n = 2 \). There are ten terms in the summation, and these are shown in Table 5.1. To write the output in terms of real quantities, properties of \( G_{m_1,m_2,m_3,m_4} \) with regard to complex conjugation can be used. For example,

\[ G_{0110}(i\omega_1,-i\omega_1,i\omega_2,-i\omega_2) = 2H_{2\text{sym}}(-i\omega_1,i\omega_2) \]

and

\[ G_{1001}(i\omega_1,-i\omega_1,i\omega_2,-i\omega_2) = 2H_{2\text{sym}}(i\omega_1,-i\omega_2) \]

so it is clear that (dropping arguments) \( G_{0110} = \overline{G}_{1001} \), where the overbar indicates complex conjugate. Similarly,

\[ G_{1010} = \overline{G}_{0101}, \quad G_{2000} = \overline{G}_{0200}, \quad G_{0020} = \overline{G}_{0002} \]

Thus standard trigonometric identities yield the expression

\[ y_{ss}(t) = A_1^2 G_{1100} + A_2^2 G_{0011} + 2A_1 A_2 |G_{1010}| \cos[(\omega_2-\omega_1)t + \angle G_{0110}] \]

\[ + 2A_1 A_2 |G_{1001}| \cos[(\omega_1+\omega_2)t + \angle G_{1010}] + 2A_1^2 |G_{2000}| \cos[2\omega_1 t + \angle G_{2000}] \]

\[ + 2A_2^2 |G_{0020}| \cos[2\omega_2 t + \angle G_{0020}] \]

Note that all these frequency components need not occur at distinct frequencies. For example, consider the case \( \omega_2 = 3\omega_1 \).

When higher-degree homogeneous systems are considered, the number of terms in the steady-state response increases dramatically. Therefore, it seems more useful to derive an expression that gives the coefficient of a particular complex exponential term in the output. As many or as few terms as desired then can be considered, and conjugate exponential terms can be combined easily if the real form is wanted.
Table 5.1
Frequency-Response Terms for Example 5.3

<table>
<thead>
<tr>
<th>Summation Indices</th>
<th>Summand</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1 0 0</td>
<td>$A_1^2G_{1100}$</td>
</tr>
<tr>
<td>0 1 1 0</td>
<td>$A_1A_2G_{0110}e^{i(\omega_2-\omega_1)t}$</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>$A_2^2G_{0011}$</td>
</tr>
<tr>
<td>1 0 0 1</td>
<td>$A_1A_2G_{1001}e^{i(\omega_1+\omega_2)t}$</td>
</tr>
<tr>
<td>1 0 1 0</td>
<td>$A_1A_2G_{1010}e^{i(\omega_1+\omega_2)t}$</td>
</tr>
<tr>
<td>0 1 0 1</td>
<td>$A_1A_2G_{0101}e^{i(\omega_1+\omega_2)t}$</td>
</tr>
<tr>
<td>2 0 0 0</td>
<td>$A_2^2G_{0002}e^{i2\omega_1t}$</td>
</tr>
<tr>
<td>0 2 0 0</td>
<td>$A_2^2G_{0200}e^{-i2\omega_1t}$</td>
</tr>
<tr>
<td>0 0 2 0</td>
<td>$A_2^2G_{0020}e^{i2\omega_2t}$</td>
</tr>
<tr>
<td>0 0 0 2</td>
<td>$A_2^2G_{0002}e^{-i2\omega_2t}$</td>
</tr>
</tbody>
</table>

The terms in (41) corresponding to the exponential $e^{i[M\omega_1+N\omega_2]t}$, $M \geq 0$, $N \geq 0$, can be written as follows:

$$\sum_{m_1=0}^{M} \sum_{m_2=0}^{M} A_1^{2m_2+M} A_2^{2m_4+N} G_{m_2+m_3,m_4+N,m_1}(i\omega_1,-i\omega_1,i\omega_2,-i\omega_2)$$

But now the four-fold summation can be simplified by replacing $m_1$ and $m_3$ using the indicated constraints to obtain

$$\sum_{m_2=0}^{M} \sum_{m_4=0}^{M} A_1^{2m_2+M} A_2^{2m_4+N} G_{m_2+m_3,m_4+N,m_1}(i\omega_1,-i\omega_1,i\omega_2,-i\omega_2)$$

With this notation there are several relationships in the subscripts of $G$ that are convenient for checking. The sum of the subscripts is the degree of the system and the difference of the first two (last two) is the associated harmonic of $\omega_1$ ($\omega_2$). Although I have assumed $M, N \geq 0$, to obtain the coefficient of the term $e^{i[M\omega_1+N\omega_2]t}$ simply change the sign of every frequency argument in every $G$. To obtain the coefficient of, say, $e^{i[M\omega_1-N\omega_2]t}$, change the sign of every argument $\omega_2$ in every $G$. Note that changing the sign of the frequency does not change the input signal, so that (42) remains valid.

Of course, the coefficient of $e^{i[M\omega_1+N\omega_2]t}$ can be expressed directly in terms of the symmetric transfer function $H_{\text{sym}}(s_1, \ldots, s_n)$ using (40). This gives, using a collapsed notation for the arguments of the transfer function,
The same rule is used in (43) as in (42) to obtain the coefficient when $M$ and/or $N$ is negative. I should emphasize that the exponential frequency terms $e^{i[M\omega_i + N\omega_j]}$ may not be distinct. For example, if $\omega_1 = 2\omega_2$, then $[\omega_1 + 2\omega_2] = 2\omega_1$ so that the coefficients of these two terms can be combined.

**Example 5.4** The contribution of a degree-5 homogeneous system to the (assumed distinct) frequency component $e^{i[\omega_i + 2\omega_j]}$ will be computed. In this case (43) specializes to

$$
\sum_{m_2=0}^{5} \sum_{m_4=0}^{5} \frac{5!A_1^{2m_2+1}A_2^{2m_4+2}}{(m_2+1)!m_2!(m_4+2)!m_4!} H_{5\text{sym}}(i\omega_1; -i\omega_1; i\omega_2; -i\omega_2) + \frac{5!A_1^{3}A_2^{2}}{2!2!} H_{5\text{sym}}(i\omega_1; i\omega_1; -i\omega_1; i\omega_2; i\omega_2)
$$

There are two terms in the summation, corresponding to the index pairs 0,1 and 1,0. Thus the summation gives

$$
\frac{5!A_1^{4}}{3!} H_{5\text{sym}}(i\omega_1, i\omega_2, i\omega_2, -i\omega_2; -i\omega_2) + \frac{5!A_1^{3}A_2^{2}}{2!2!} H_{5\text{sym}}(i\omega_1, i\omega_1, -i\omega_1, i\omega_2, i\omega_2)
$$

It is instructive also to compute the coefficient of the frequency component $e^{i[\omega_1 - 2\omega_2]}$, for there are two ways to proceed. The easiest is that mentioned above: take the coefficient just derived and replace every $\omega_2$ by $-\omega_2$ to obtain

$$
\frac{5!A_1^{4}}{3!} H_{5\text{sym}}(i\omega_1, -i\omega_2, -i\omega_2, -i\omega_2; i\omega_2) + \frac{5!A_1^{3}A_2^{2}}{2!2!} H_{5\text{sym}}(i\omega_1, i\omega_1, -i\omega_1, -i\omega_2, -i\omega_2)
$$

A straightforward application of (43) also works, although terms with negative factorials, negative powers, and negative subscripts, which arise because of the implicit nature of the formula, must be deleted. Specifically, (43) becomes, with $M = 1, N = -2$,

$$
\sum_{m_2=0}^{5} \sum_{m_4=0}^{5} \frac{5!A_1^{2m_2+1}A_2^{2m_4-2}}{(m_2+1)!m_2!(m_4-2)!m_4!} H_{5\text{sym}}(i\omega_1; -i\omega_1; i\omega_2; -i\omega_2)
$$

The index pairs contributing to the summation are: 0,3; 1,2; 2,1; and 3,0. But the last two pairs can be dropped as extraneous so that the coefficient of $e^{i[\omega_1 - 2\omega_2]}$ is

$$
\frac{5!A_1^{4}}{3!} H_{5\text{sym}}(i\omega_1, i\omega_2, -i\omega_2, -i\omega_2; -i\omega_2) + \frac{5!A_1^{3}A_2^{2}}{2!2!} H_{5\text{sym}}(i\omega_1, i\omega_1, -i\omega_1, -i\omega_2, -i\omega_2)
$$

which agrees with the earlier result.
For polynomial or Volterra systems, it should be clear that the analysis just completed can be applied readily. To obtain the coefficient of $e^{i(M\omega_1+N\omega_2)t}$ in the steady-state response, the coefficients in (43) must be added together for $n = 1, 2, \cdots$. Thus, the coefficient can be written for a Volterra system in terms of the symmetric transfer functions as

$$\sum_{m_2=0}^{\infty} \sum_{m_4=0}^{\infty} \frac{(2m_2+2m_4+M+N)!A_1^{2m_2+M} A_2^{2m_4+N}}{(m_2+M)!m_2!(m_4+N)!m_4!} H_{(2m_2+2m_4+M+N)\text{sym}}(i\omega_1; -i\omega_1; i\omega_2; -i\omega_2)$$

(44)

where $n$ has been replaced by the appropriate sum of subscripts, and the constraints on the summations have been removed.

Example 5.5  As an illustration of the use of (44), I will list the terms in the response of a degree-3 polynomial system to the input (38). The complex conjugate terms will be omitted since they add no information. The contribution of the degree-1 subsystem is found by imposing the restriction $2m_2+2m_4+M+N = 1$ in (44). In this case, there are no negative-frequency terms other than complex-conjugate terms, so the list with nonnegative $M$ and $N$ is complete as shown in Table 5.2.

<table>
<thead>
<tr>
<th>Summation Indices</th>
<th>Frequency Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_2$  $m_4$  $M$  $N$</td>
<td>$A_1 H_1 (i\omega_1) e^{i\omega_1 t}$</td>
</tr>
<tr>
<td>0      0      1      0</td>
<td>$A_1 H_1 (i\omega_1) e^{i\omega_1 t}$</td>
</tr>
<tr>
<td>0      0      0      1</td>
<td>$A_2 H_1 (i\omega_2) e^{i\omega_2 t}$</td>
</tr>
</tbody>
</table>

* (plus complex−conjugate frequency terms)

The contribution of the degree-2 subsystem involves essentially repeating Table 5.1. But the notation is different in the present context, so I will go ahead. Imposing the constraint $2m_2+2m_4+M+N = 2$ in (44) gives the list in Table 5.3. Notice in this case there is only one distinct frequency component generated by allowing $M$ and/or $N$ to become negative (ignoring complex conjugates). Such a term will be called a sign switch to indicate how it is obtained from previously computed terms.
In a similar manner, setting $2m_2 + 2m_4 + M + N = 3$ gives the contribution of the degree-3 subsystem as shown in Table 5.4.

<table>
<thead>
<tr>
<th>Summation Indices</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_2$ $m_4$ $M$ $N$</td>
<td>Term</td>
</tr>
<tr>
<td>1 0 1 0</td>
<td>$\frac{3!}{2!} A_1^2 A_2^2 H_{3\text{sym}}(i\omega_1, i\omega_1, -i\omega_1) e^{i\omega_1 t}$</td>
</tr>
<tr>
<td>1 0 0 1</td>
<td>$\frac{3!}{2!} A_1 A_2 H_{3\text{sym}}(i\omega_1, -i\omega_1, i\omega_2) e^{i\omega_1 t}$</td>
</tr>
<tr>
<td>0 1 1 0</td>
<td>$\frac{3!}{2!} A_1 A_2 H_{3\text{sym}}(i\omega_1, i\omega_2, -i\omega_2) e^{i\omega_1 t}$</td>
</tr>
<tr>
<td>0 1 0 1</td>
<td>$\frac{3!}{2!} A_2^2 H_{3\text{sym}}(i\omega_2, i\omega_2, -i\omega_2) e^{i\omega_1 t}$</td>
</tr>
<tr>
<td>0 0 2 1</td>
<td>$\frac{3!}{2!} A_1 A_2 H_{3\text{sym}}(i\omega_1, i\omega_1, i\omega_2) e^{i(2\omega_1 + \omega_2) t}$</td>
</tr>
<tr>
<td>0 0 1 2</td>
<td>$\frac{3!}{2!} A_1 A_2^2 H_{3\text{sym}}(i\omega_1, i\omega_2, i\omega_2) e^{i(\omega_1 + 2\omega_2) t}$</td>
</tr>
<tr>
<td>0 0 3 0</td>
<td>$A_1^3 H_{3\text{sym}}(i\omega_1, i\omega_1, i\omega_1) e^{i3\omega_1 t}$</td>
</tr>
<tr>
<td>0 0 0 3</td>
<td>$A_1^3 H_{3\text{sym}}(i\omega_2, i\omega_2, i\omega_2) e^{i3\omega_1 t}$</td>
</tr>
<tr>
<td>sign switch</td>
<td>$\frac{3!}{2!} A_1 A_2 H_{3\text{sym}}(i\omega_1, -i\omega_1, -i\omega_2) e^{i(2\omega_1 - \omega_2) t}$</td>
</tr>
<tr>
<td>sign switch</td>
<td>$\frac{3!}{2!} A_1 A_2^2 H_{3\text{sym}}(i\omega_1, -i\omega_1, -i\omega_2) e^{i(\omega_1 - 2\omega_2) t}$</td>
</tr>
</tbody>
</table>

*(plus complex–conjugate frequency terms)*

Of course, to complete this example, all these terms should be combined - a task I leave to the reader.

To consider inputs that are sums of more than two sinusoidal terms, the same approach is followed. For example, it is straightforward although tedious to verify the
following fact. For the input

\[ u(t) = 2A_1 \cos(\omega_1 t) + 2A_2 \cos(\omega_2 t) + 2A_3 \cos(\omega_3 t) \]

(45)

to a Volterra system, the coefficient of the exponential \( e^{i[L\omega_1 + M\omega_2 + N\omega_3]t} \), \( L, M, N \geq 0 \), in the steady-state response is

\[
\sum_{m_2=0}^{\infty} \sum_{m_4=0}^{\infty} \sum_{m_6=0}^{\infty} \frac{(2m_2+2m_4+2m_6+L+M+N)!A_1^{2m_2+L}A_2^{2m_4+M}A_3^{2m_6+N}}{(m_2+L)!m_2!(m_4+M)!m_4!(m_6+N)!m_6!} H_{(2m_2+2m_4+2m_6+L+M+N)\text{sym}}(i\omega_1,-i\omega_1,i\omega_2,-i\omega_2,i\omega_3,-i\omega_3) \]

(46)

where the various numbers of arguments are entered into the transfer function the obvious number of times - to be pedantic, \( m_2+L, m_2, m_4+M, m_4, m_6+N, m_6 \), respectively. When \( L, M, \) or \( N \) are negative, the coefficient is found by changing the sign of the corresponding frequency arguments, just as before. Also just as before, the frequency components may not be distinct, depending on the relative values of \( \omega_1, \omega_2, \) and \( \omega_3 \). I should emphasize that (46) gives the coefficient of just one complex exponential. So, what can be said about the total steady-state response? Not much more than that it is a jungle into which the prudent venture only with inkwell full.

### 5.4 Response to Random Inputs

Just as in the preceding sections, the linear theory to be generalized will be reviewed first. Suppose the input to the system

\[ y(t) = \int_{-\infty}^{\infty} h(\sigma)u(t-\sigma) \, d\sigma \]

(47)

is a sample function from a real stochastic process with expected value \( E[u(t)] \) and autocorrelation

\[ R_{uu}(t_1, t_2) = E[u(t_1)u(t_2)] \]

(48)

Then the output is a sample function from a real stochastic process, and it is of interest to find the expected value of the output, \( E[y(t)] \), the input/output cross-correlation

\[ R_{yu}(t_1, t_2) = E[y(t_1)u(t_2)] \]

(49)

and the output autocorrelation

\[ R_{yy}(t_1, t_2) = E[y(t_1)y(t_2)] \]

(50)

Proceeding by direct calculation, it is clear that since expectation can be interchanged with integration,
\[ E[y(t)] = \int_{-\infty}^{\infty} h(\sigma) E[u(t-\sigma)] d\sigma \quad (51) \]

Furthermore,
\[ y(t_1)u(t_2) = \int_{-\infty}^{\infty} h(\sigma)u(t_1-\sigma)u(t_2) d\sigma \]

so that taking expected values on both sides gives
\[ R_{yu}(t_1, t_2) = \int_{-\infty}^{\infty} h(\sigma) R_{uu}(t_1-\sigma, t_2) d\sigma \quad (52) \]

Similarly,
\[ y(t_1)y(t_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\sigma_1)h(\sigma_2)u(t_1-\sigma_1)u(t_2-\sigma_2) d\sigma_1 d\sigma_2 \]

and thus
\[ R_{yy}(t_1, t_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\sigma_1)h(\sigma_2) R_{uu}(t_1-\sigma_1, t_2-\sigma_2) d\sigma_1 d\sigma_2 \quad (53) \]

Notice that a number of technical matters again are being ignored. For example, it is assumed implicitly that \( E[u(t)] \) and \( R_{uu}(t_1, t_2) \) are sufficiently well behaved to permit the integrations indicated above. Such considerations are not too difficult to fill in, and that task is left to the reader, as usual.

The correlation relationships often are expressed in terms of a multivariable Fourier transform. In strict analogy to the usual single-variable Fourier transform
\[ F(\omega) = F[f(t)] = \int_{-\infty}^{\infty} f(t) e^{-i\omega t} dt \quad (54) \]

the multivariable Fourier transform of a function \( f(t_1, \ldots, t_n) \) is defined by
\[ F(\omega_1, \ldots, \omega_n) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(t_1, \ldots, t_n) e^{-i\omega_1 t_1} \cdots e^{-i\omega_n t_n} dt_1 \cdots dt_n \quad (55) \]

Of course, this is no surprise, given the discussion of the multivariable Laplace transform in Chapter 2. Furthermore, the multivariable Fourier transform exhibits all the properties that might reasonably be expected after a review of the properties of the Laplace transform in Chapter 2. The inverse Fourier transform is given by
\[
f(t_1, \ldots, t_n) = \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} F(\omega_1, \ldots, \omega_n)e^{i\omega_1 t_1} \cdots e^{i\omega_n t_n} d\omega_1 \cdots d\omega_n
\] (56)

For the purposes of this chapter, the Fourier transform of \( h(t) \) is called the system function, and it is written as \( H(\omega) \). In this context, perhaps I should remind the reader of the common notational collision between Laplace and Fourier transforms. If a (Laplace) transfer function \( H(s) \) exists for \( \text{Re}[s] = 0 \), then the system function is given by \( H(s) \big|_{s=i\omega} = H(i\omega) \). However, Laplace aside, it is more convenient to use the notation \( H(\omega) \) for the system function. Since the Laplace transform will be set aside for the material dealing with random input signals, I will use the \( H(\omega) \) notation for the system function, and for all single- or multi-variable Fourier transforms. Incidentally, the hypotheses needed to insure the existence of Fourier transforms will be assumed. For example, the system stability property corresponding to

\[
\int_{-\infty}^{\infty} |h(t)| \, dt < \infty
\]

can be assumed to guarantee the existence of the system function \( H(\omega) \).

Letting

\[
S_{uu}(\omega_1, \omega_2) = F[R_{uu}(t_1, t_2)]
\] (57)

with similar definitions for the transforms of the other correlation functions, a straightforward calculation shows that (52) and (53) can be represented by

\[
S_{yu}(\omega_1, \omega_2) = H(\omega_1)S_{uu}(\omega_1, \omega_2)
\]

\[
S_{yy}(\omega_1, \omega_2) = H(\omega_1)H(\omega_2)S_{uu}(\omega_1, \omega_2)
\] (58)

These concepts are of most interest in the case where the real random process \( u(t) \) is (strict-sense) stationary. For then, assuming the input signal was applied at \( t = -\infty \), the output also is a real, stationary random process. In other words, the steady-state output is a real, stationary random process. Of course, there is an implicit stability assumption here. (The astute reader will notice that the stationarity condition is stronger than necessary for the linear case, and that only wide-sense stationarity is needed. However, in the nonlinear case strict-sense stationarity is required.)

In the case of stationary input, \( E[u(t)] \) is a constant, so that

\[
E[y(t)] = \int_{-\infty}^{\infty} h(\sigma) \, d\sigma \, E[u(t)]
\] (59)

Also, the autocorrelation function \( R_{uu}(t_1, t_2) \) depends only on the difference \( t_1 - t_2 \). Following the usual notation by changing to the variables \( t_2 = t, t_1 = t + \tau \), the autocorrelation \( R_{uu}(t + \tau, t) \) is a function of \( \tau \) only, and thus is written as \( R_{uu}(\tau) \). To determine the input/output cross-correlation in terms of the new variables, (52) can be written as
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\[ R_{yu}(t+\tau,t) = \int_{-\infty}^{\infty} h(\sigma)R_{uu}(t+\tau-\sigma,t) \, d\sigma \]

and since the right side is independent of \( t \), this is written in the form

\[ R_{yu}(\tau) = \int_{-\infty}^{\infty} h(\sigma)R_{uu}(\tau-\sigma) \, d\sigma \quad (60) \]

Similarly, the output autocorrelation can be written as

\[ R_{yy}(\tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(\sigma_1)h(\sigma_2)R_{uu}(\tau-\sigma_1+\sigma_2) \, d\sigma_1 d\sigma_2 \quad (61) \]

These relationships can be expressed in the frequency domain using the single-variable Fourier transform. This can be accomplished directly in an easy fashion. However, to warm up for later developments, I will derive the expressions from the 2-variable Fourier transform formulas in (58). Using the new variables introduced above,

\[ S_{uu}(\omega_1,\omega_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{uu}(t_1,t_2)e^{-i\omega_1 t_1}e^{-i\omega_2 t_2} \, dt_1 dt_2 \]

\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{uu}(t+\tau,t)e^{-i\omega_1 (t+\tau)}e^{-i\omega_2 t} \, d\tau dt \]

\[ = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{uu}(\tau)e^{-i\omega_1 \tau}e^{-i(\omega_1 + \omega_2) t} \, d\tau dt \]

Integrating with respect to \( \tau \) gives the Fourier transform \( S_{uu}(\omega_1) = F[R_{uu}(\tau)] \), which is the power spectral density of the stationary random process. Then using the well known transform

\[ \int_{-\infty}^{\infty} e^{-i\omega t} \, dt = 2\pi \delta(\omega) \]

leads to

\[ S_{uu}(\omega_1,\omega_2) = 2\pi S_{uu}(\omega_1)\delta(\omega_1 + \omega_2) \]

Integrating both sides with respect to \( \omega_2 \) gives

\[ S_{uu}(\omega_1) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_{uu}(\omega_1,\omega_2) \, d\omega_2 \quad (62) \]

This formula expresses the power spectral density of a stationary random process in terms of the 2-variable Fourier transform of the general autocorrelation function of that process. Of course a similar relationship is obtained for the cross-spectral density \( S_{yu}(\omega_1) \).
in terms of $S_{yu}(\omega_1,\omega_2)$ given in (58). Thus the first equation in (58) becomes

$$S_{yu}(\omega_1,\omega_2) = 2\pi H(\omega_1)S_{uu}(\omega_1)\delta_0(\omega_1+\omega_2)$$

so that the input/output cross-spectral density is given in terms of the input power spectral density by

$$S_{yu}(\omega_1) = \frac{1}{2\pi} \int_{-\infty}^{\infty} 2\pi H(\omega_1)S_{uu}(\omega_1)\delta_0(\omega_1+\omega_2) \, d\omega_2$$

$$= H(\omega_1)S_{uu}(\omega_1)$$

(63)

Proceeding in a similar fashion for the second relation in (58) gives the output power spectral density in terms of the input power spectral density as

$$S_{yy}(\omega_1) = H(\omega_1)H(-\omega_1)S_{uu}(\omega_1)$$

$$= |H(\omega_1)|^2 S_{uu}(\omega_1)$$

(64)

I should note at this point that under appropriate ergodicity assumptions, the various correlations and spectral densities in the stationary case can be expressed as time averages. This fact will be crucial in Chapter 7, when identification techniques are discussed. Also note that, in terms of the system function, the expected value of the output given in (59) can be written in the form

$$E[y(t)] = H(0)E[u(t)]$$

(65)

Now consider the generalization of the ideas just reviewed to nonlinear systems described by

$$y(t) = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)u(t-\sigma_1) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n$$

(66)

The discussion of polynomial or Volterra systems will be postponed until this homogeneous case is treated, as usual.

When $u(t)$ is a real random process, direct calculation gives

$$E[y(t)] = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)E[u(t-\sigma_1) \cdots u(t-\sigma_n)] \, d\sigma_1 \cdots d\sigma_n$$

$$= \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)R_{uu}^{(n)}(t-\sigma_1, \ldots, t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n$$

(67)

where the $n^{th}$-order autocorrelation function of the input is defined by

$$R_{uu}^{(n)}(t_1, \ldots, t_n) = E[u(t_1) \cdots u(t_n)]$$

In a similar fashion the input/output cross-correlation, and the output autocorrelation can be written in the forms
\[ R_{yu}(t_1, t_2) = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)R_{uu}^{(n+1)}(t_1-\sigma_1, \ldots, t_1-\sigma_n, t_2) \, d\sigma_1 \cdots d\sigma_n \]  
(68)

\[ R_{yy}(t_1, t_2) = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)h(\sigma_{n+1}, \ldots, \sigma_{2n})R_{uu}^{(2n)}(t_1-\sigma_1, \ldots, t_1-\sigma_n, t_2-\sigma_{n+1}, \ldots, t_2-\sigma_{2n}) \, d\sigma_1 \cdots d\sigma_{2n} \]  
(69)

For \( n = 1 \) these expressions are just those discussed previously. But for \( n > 1 \) the expected value of the output and the (order-2) output correlations depend on higher-order input autocorrelations. In other words, as \( n \) increases more statistical information about the input is needed to characterize, for example, the output autocorrelation.

The expressions (67), (68), and (69) can be written in the form of convolutions followed by variable associations, a form that is reminiscent of the convolutions and variable associations that arise in considering the input/output representation of a homogeneous system using the multivariable Laplace transform. Since it is of interest to express (68) and (69) in terms of Fourier transforms, it is convenient to separate the convolution aspect from the association aspect, as was done in Chapter 2. To do this, define the _multivariable input/output cross-correlation_ by

\[ \hat{R}_{yu}(t_1, \ldots, t_{n+1}) = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)R_{uu}^{(n+1)}(t_1-\sigma_1, \ldots, t_n-\sigma_n, t_{n+1}) \, d\sigma_1 \cdots d\sigma_n \]  
(70)

so that

\[ R_{yu}(t_1, t_2) = \hat{R}_{yu}(t_1, \ldots, t_{n+1}) \mid _{t_{n+1}=t_2} \]  
(71)

In a similar manner, the _multivariable output autocorrelation_ is defined by

\[ \hat{R}_{yy}(t_1, \ldots, t_{2n}) = \int_{-\infty}^{\infty} h(\sigma_1, \ldots, \sigma_n)h(\sigma_{n+1}, \ldots, \sigma_{2n})R_{uu}^{(2n)}(t_1-\sigma_1, \ldots, t_{2n}-\sigma_{2n}) \, d\sigma_1 \cdots d\sigma_{2n} \]  
(72)

so that

\[ R_{yy}(t_1, t_2) = \hat{R}_{yy}(t_1, \ldots, t_{2n}) \mid _{t_{2n}=t_2} \]  
(73)

These intermediate multivariable quantities have no significance other than to facilitate the representation via Fourier transforms. Let the Fourier transform of the order-\( n \) autocorrelation function of the input be

\[ S_{uu}^{(n)}(\omega_1, \ldots, \omega_n) = F[R_{uu}^{(n)}(t_1, \ldots, t_n)] \]  
(74)

and the Fourier transforms of the multivariable cross- and autocorrelations of the output be
These will be called multivariable spectral densities, though they have little or nothing to do with spectral density. It follows from the readily established convolution property of Fourier transforms that in terms of the system function,

\[ \hat{S}_{yu}(\omega_1, \ldots, \omega_{n+1}) = H(\omega_1, \ldots, \omega_n)S_{uu}^{(n+1)}(\omega_1, \ldots, \omega_{n+1}) \] (76)

\[ \hat{S}_{yy}(\omega_1, \ldots, \omega_{2n}) = H(\omega_1, \ldots, \omega_n)H(\omega_{n+1}, \ldots, \omega_{2n})S_{uu}^{(2n)}(\omega_1, \ldots, \omega_{2n}) \] (77)

For \( n = 1 \) the circumflexes can be removed from the left side, and then these expressions agree with those in (58). The problem of interest now is to express \( S_{yy}(\omega_1, \omega_2) \) and \( S_{yu}(\omega_1, \omega_2) \) in terms of the multivariable spectral densities for \( n > 1 \). That is, to express the variable associations in (71) and (73) in terms of Fourier transforms. It takes a little bit of maneuvering to accomplish this, but the maneuvers should be familiar from the proof of the association-of-variables formula in Chapter 2.

The inverse Fourier transform relationship can be written for the multivariable cross-correlation as

\[ \hat{R}_{yu}(t_1, \ldots, t_{n+1}) = \frac{1}{(2\pi)^{n+1}} \int_{-\infty}^{\infty} \hat{S}_{yu}(\gamma_1, \ldots, \gamma_{n+1})e^{i\gamma_1 t_1} \cdots e^{i\gamma_{n+1} t_{n+1}} d\gamma_1 \cdots d\gamma_{n+1} \]

from which

\[ R_{yu}(t_1, t_2) = \frac{1}{(2\pi)^{n+1}} \int_{-\infty}^{\infty} \hat{S}_{yu}(\gamma_1, \ldots, \gamma_{n+1})e^{i\gamma_1 t_1} \cdots e^{i\gamma_{n+1} t_{n+1}} d\gamma_1 \cdots d\gamma_{n+1} \]

Taking the Fourier transform of both sides gives

\[ S_{yu}(\omega_1, \omega_2) = \frac{1}{(2\pi)^{n+1}} \int_{-\infty}^{\infty} \hat{S}_{yu}(\gamma_1, \ldots, \gamma_{n+1})e^{-i(\omega_1 - \gamma_1 - \cdots - \gamma_n) t_1} \cdots e^{-i(\omega_n - \gamma_n) t_{n+1}} d\gamma_1 \cdots d\gamma_{n+1} dt_1 dt_{n+1} \]

and integrating with respect to \( t_1 \) and \( t_{n+1} \),

\[ S_{yu}(\omega_1, \omega_2) = \frac{1}{(2\pi)^{n-1}} \int_{-\infty}^{\infty} \hat{S}_{yu}(\gamma_1, \ldots, \gamma_{n+1})\delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_n) \delta_0(\omega_2 - \gamma_{n+1}) d\gamma_1 \cdots d\gamma_{n+1} \]

\[ = \frac{1}{(2\pi)^{n-1}} \int_{-\infty}^{\infty} H(\gamma_1, \ldots, \gamma_n)S_{uu}^{(n+1)}(\gamma_1, \ldots, \gamma_{n+1})\delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_n) \delta_0(\omega_2 - \gamma_{n+1}) d\gamma_1 \cdots d\gamma_{n+1} \] (78)

Repeating this procedure for the output autocorrelation gives
\[ S_{yy}(\omega_1, \omega_2) = \frac{1}{(2\pi)^{2n-2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_{yy}(\gamma_1, \ldots, \gamma_{2n}) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_{n}) \delta_0(\omega_2 - \gamma_{n+1} - \cdots - \gamma_{2n}) d\gamma_1 \cdots d\gamma_{2n} \]

\[ = \frac{1}{(2\pi)^{2n-2}} \int_{-\infty}^{\infty} H(\gamma_1, \ldots, \gamma_{n+1})H(\gamma_{n+1}, \ldots, \gamma_{2n})S_{uu}^{(2n)}(\gamma_1, \ldots, \gamma_{2n}) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_{n}) \delta_0(\omega_2 - \gamma_{n+1} - \cdots - \gamma_{2n}) d\gamma_1 \cdots d\gamma_{2n} \]  

(79)

The similarities here with the association-of-variables formulas in Chapter 2 may not be apparent yet, but I will discuss that shortly.

There is no question that these expressions for the output spectral density and cross-spectral density are formidable when actual computations or applications are contemplated. But they can be simplified somewhat by the process of imposing further assumptions on the input random process. Just as in the linear case, the first of these is (strict-sense) stationarity. When a stationary input is applied at \( t = -\infty \) to a stationary homogeneous system, the usual and rather simple time-shift argument shows that the output random process is stationary. Thus, the output autocorrelation (and power spectral density) and the input/output cross-correlation (and cross-spectral density) can be expressed as functions of a single variable using techniques reviewed earlier. I will do the calculations for the spectral densities and leave the correlations to the Problems.

For the cross-spectral density, a relationship of the form (62) can be written, giving

\[ S_{yu}(\omega_1) = \frac{1}{2\pi} \int_{-\infty}^{\infty} S_{yu}(\omega_1, \omega_2) d\omega_2 \]

\[ = \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} \hat{S}_{yu}(\gamma_1, \ldots, \gamma_{n+1}) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_{n}) \delta_0(\omega_2 - \gamma_{n+1}) d\gamma_1 \cdots d\gamma_{n+1} \]  

(80)

Integrating first with respect to \( \omega_2 \) yields

\[ S_{yu}(\omega_1) = \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} \hat{S}_{yu}(\gamma_1, \ldots, \gamma_{n+1}) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_{n}) d\gamma_1 \cdots d\gamma_{n+1} \]  

(81)

or, in terms of the system function and input spectral density of order \( n+1 \),

\[ S_{yu}(\omega_1) = \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} H(\gamma_1, \ldots, \gamma_{n+1})S_{uu}^{(n+1)}(\gamma_1, \ldots, \gamma_{n+1}) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_{n}) d\gamma_1 \cdots d\gamma_{n+1} \]  

(82)

Notice that integrating with respect to \( \gamma_1 \) in (81) gives

\[ S_{yu}(\omega_1) = \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} \hat{S}_{yu}(\omega_1 - \gamma_2 - \cdots - \gamma_{n+1}) d\gamma_2 \cdots d\gamma_{n+1} \]  

(83)

an expression that is very much like an association-of-variables formula in Section 2.3. However, the unintegrated form in (82) will be more efficient for further developments.
A similar calculation for the output power spectral density gives

\[
S_{yy}(\omega_1) = \frac{1}{(2\pi)^{2n-1}} \int_{-\infty}^{\infty} \hat{S}_{yy}(\gamma_1, \ldots, \gamma_{2n}) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_n) d\gamma_1 \cdots d\gamma_{2n}
\]

\[
= \frac{1}{(2\pi)^{2n-1}} \int_{-\infty}^{\infty} H(\gamma_1, \ldots, \gamma_n) H(\gamma_{n+1}, \ldots, \gamma_{2n}) S^{(2n)}_{uu}(\gamma_1, \ldots, \gamma_{2n})
\]

\[
\delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_n) d\gamma_1 \cdots d\gamma_{2n}
\]  

(84)

Again, this can be interpreted as an association-of-variables formula.

To achieve further simplification, it is assumed that the real, stationary, random-process input is zero-mean and Gaussian. For this case the higher-order autocorrelations (spectral densities) of the input process can be expressed in terms of the order-2 autocorrelation (power spectral density). The derivation of this fact will not be given, rather, I simply will present the formulas.

The order-\(n\) autocorrelation function of a stationary, zero-mean, Gaussian random process \(u(t)\) can be written as

\[
R^{(n)}_{uu}(t_1, \ldots, t_n) = \begin{cases} 
\sum_{j,k}^{n} \Pi_{j,k} R_{uu}(t_j-t_k), & n \text{ even} \\
0, & n \text{ odd}
\end{cases}
\]

(85)

where \(\Pi_{j,k}\) is a product over a set of \(n/2\) (unordered) pairs of integers from 1,2, \ldots, \(n\), and \(\sum_{j,k}\) is a sum over all

\[
(n-1)(n-3)(n-5) \cdots (1) = \frac{n!}{(n/2)!2^{n/2}}
\]

such products. While a more explicit notation can be adopted, it is so complicated that I will use (85) and further explain with examples.

Example 5.6  For \(n = 2\) there is only one pair, namely (1,2). Thus

\[
R^{(2)}_{uu}(t_1, t_2) = R_{uu}(t_1 - t_2)
\]

that is, the usual order-2 autocorrelation. For \(n = 4\) there are three sets of two pairs, namely (1,2),(3,4); (1,3),(2,4); and (1,4),(2,3). Thus

\[
R^{(4)}_{uu}(t_1, t_2, t_3, t_4) = R_{uu}(t_1 - t_2) R_{uu}(t_3 - t_4)
\]

\[
+ R_{uu}(t_1 - t_3) R_{uu}(t_2 - t_4) + R_{uu}(t_1 - t_4) R_{uu}(t_2 - t_3)
\]

(86)

In a similar fashion the higher-order spectral densities can be expressed in terms of the order-2 power spectral density. Taking the \(n\)-variable Fourier transform of (85) gives
\[ S_{uu}^{(n)}(\omega_1, \ldots, \omega_n) = \begin{cases} (2\pi)^{n/2} \sum_{j,k} \prod_{p} S_{uu}(\omega_j) \delta_0(\omega_j + \omega_k), & n \text{ even} \\ 0, & n \text{ odd} \end{cases} \quad (87) \]

**Example 5.7** For \( n = 2 \) this formula gives

\[ S_{uu}^{(2)}(\omega_1, \omega_2) = 2\pi S_{uu}(\omega_1) \delta_0(\omega_1 + \omega_2) \]

an expression that was derived at the beginning of this section. For \( n = 4 \) I leave the calculation as an exercise and provide the result:

\[ S_{uu}^{(4)}(\omega_1, \omega_2, \omega_3, \omega_4) = (2\pi)^2 S_{uu}(\omega_1) S_{uu}(\omega_3) \delta_0(\omega_1 + \omega_2) \delta_0(\omega_3 + \omega_4) \]

\[ + (2\pi)^2 S_{uu}(\omega_1) S_{uu}(\omega_2) \delta_0(\omega_1 + \omega_3) \delta_0(\omega_2 + \omega_4) \]

\[ + (2\pi)^2 S_{uu}(\omega_1) S_{uu}(\omega_2) \delta_0(\omega_1 + \omega_4) \delta_0(\omega_2 + \omega_3) \quad (88) \]

**Example 5.8** To illustrate the use of these formulas, the expected value of the output will be computed for the case where the input random process is real, stationary, zero-mean, Gaussian and white with unit intensity. That is, \( R_{uu}(\tau) = \delta_0(\tau) \). Also, it will be assumed that the system is described in terms of the symmetric kernel or symmetric system function. In this case substitution of (85) into (67) gives, for \( n \geq 1 \),

\[ E[y(t)] = 0 \quad \text{when } n \text{ is odd, and} \]

\[ E[y(t)] = \int_{-\infty}^{\infty} h_{sym}(\sigma_1, \ldots, \sigma_n) \prod_{p,j,k} \delta_0(\sigma_k - \sigma_j) d\sigma_1 \cdots d\sigma_n \]

\[ = \sum_{p} \int_{-\infty}^{\infty} h_{sym}(\sigma_1, \ldots, \sigma_n) \prod_{j,k} \delta_0(\sigma_k - \sigma_j) d\sigma_1 \cdots d\sigma_n, \quad n \text{ even} \]

Now in each term of the sum, the \( n/2 \) impulses can be integrated out, and this will leave the kernel with only \( n/2 \) distinct arguments. By symmetry of the kernel, the like arguments can be arranged in pairs, and since they are just variables of integration, they can be labeled in the form \( h_{sym}(\sigma_1, \sigma_1, \ldots, \sigma_{n/2}, \sigma_{n/2}) \). There will be \( (n-1)(n-3) \cdots (1) \) terms of this type, so the result is

\[ E[y(t)] = \frac{n!}{(n/2)!^2} \int_{-\infty}^{\infty} h_{sym}(\sigma_1, \sigma_1, \ldots, \sigma_{n/2}, \sigma_{n/2}) d\sigma_1 \cdots d\sigma_{n/2}, \quad n \text{ even} \]

Using (82), the cross-spectral density and output power spectral density will now be computed for a degree-\( n \) system described by the symmetric transfer function with a real, stationary, zero-mean, Gaussian-random-process input. For the cross-spectral density, it is clear from (87) that \( S_{yu}(\omega_1) = 0 \) for \( n + 1 \) odd, that is, for a homogeneous system of even degree. When \( n + 1 \) is even, a simple substitution gives
Before working on this expression in the general case, an example is instructive. And, of course, the $n+1 = 2$ case is too simple, giving just what was derived for linear systems.

**Example 5.9** For $n + 1 = 4$, (89) yields

\[
S_{yu}(\omega_1) = \frac{1}{(2\pi)^{(n-1)/2}} \int_{-\infty}^{\infty} H_{sym}(\gamma_1, \ldots, \gamma_n) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_n) \sum_{j,k} \prod_{p} S_{uu}(\gamma_p) \delta_0(\gamma_j + \gamma_k) \, d\gamma_1 \cdots d\gamma_{n+1}
\]

\[
= \frac{1}{(2\pi)^{(n-1)/2}} \sum_{p} \int_{-\infty}^{\infty} H_{sym}(\gamma_1, \ldots, \gamma_n) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_n) \prod_{j,k} S_{uu}(\gamma_j) \delta_0(\gamma_j + \gamma_k) \, d\gamma_1 \cdots d\gamma_{n+1}
\]

Integrating with respect to $\gamma_4$ in each of these terms gives

\[
S_{yu}(\omega_1) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{sym}(\gamma_1, \gamma_2, \gamma_3) \delta_0(\omega_1 - \gamma_1 - \gamma_2 - \gamma_3) S_{uu}(\gamma_1) S_{uu}(\gamma_2) \delta_0(\gamma_1 + \gamma_2) \, d\gamma_1 d\gamma_2 d\gamma_3 d\gamma_4
\]

\[
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{sym}(\gamma_1, \gamma_2, \gamma_3) \delta_0(\omega_1 - \gamma_1 - \gamma_2 - \gamma_3) S_{uu}(\gamma_1) S_{uu}(\gamma_2) \delta_0(\gamma_1 + \gamma_2) \, d\gamma_1 d\gamma_2 d\gamma_3 d\gamma_4
\]

\[
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{sym}(\gamma_1, \gamma_2, \gamma_3) \delta_0(\omega_1 - \gamma_1 - \gamma_2 - \gamma_3) S_{uu}(\gamma_1) S_{uu}(\gamma_2) \delta_0(\gamma_1 + \gamma_2) \, d\gamma_1 d\gamma_2 d\gamma_3 d\gamma_4
\]

Now integrate the first term with respect to $\gamma_3$, the second term with respect to $\gamma_2$, and the third term with respect to $\gamma_1$ to obtain

\[
S_{yu}(\omega_1) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{sym}(\gamma_1, \gamma_2, \omega_1 - \gamma_1 - \gamma_2) S_{uu}(\gamma_1) S_{uu}(\omega_1 - \gamma_1 - \gamma_2) \delta_0(\gamma_1 + \gamma_2) \, d\gamma_1 d\gamma_2
\]

\[
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{sym}(\gamma_1, \omega_1 - \gamma_1 - \gamma_2, \gamma_3) S_{uu}(\gamma_1) S_{uu}(\omega_1 - \gamma_1 - \gamma_2) \delta_0(\gamma_1 + \gamma_3) \, d\gamma_1 d\gamma_3
\]

\[
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{sym}(\omega_1 - \gamma_1 - \gamma_2 - \gamma_3, \gamma_2, \gamma_3) S_{uu}(\omega_1 - \gamma_1 - \gamma_2 - \gamma_3) S_{uu}(\gamma_2) \delta_0(\gamma_2 + \gamma_3) \, d\gamma_2 d\gamma_3
\]
Finally, integrating with respect to $\gamma_2$ in the first term and $\gamma_3$ in the remaining two terms gives

$$
S_{yu}(\omega_1) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, -\gamma_1, \omega_1) S_{uu}(\gamma_1) S_{uu}(\omega_1) \, d\gamma_1
$$

$$
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \omega_1, -\gamma_1) S_{uu}(\gamma_1) S_{uu}(\omega_1) \, d\gamma_1
$$

$$
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\omega_1, \gamma_2, -\gamma_2) S_{uu}(\omega_1) S_{uu}(\gamma_2) \, d\gamma_2
$$

But from this expression it is clear that since $H_{\text{sym}}(\omega_1, \omega_2, \omega_3)$ is symmetric, the input/output cross-spectral density is

$$
S_{yu}(\omega) = \frac{3}{2\pi} S_{uu}(\omega) \int_{-\infty}^{\infty} H_{\text{sym}}(\omega, \gamma, -\gamma) S_{uu}(\gamma) \, d\gamma \tag{90}
$$

This example illustrates the fact that all terms in the summation in (89) are identical since $H_{\text{sym}}(\omega_1, \ldots, \omega_n)$ is symmetric. Thus to get the general expression for the cross-spectral density when $n+1$ is even, it is necessary to work only with a single term and multiply the result by the number of terms in the summation. Choosing the term corresponding to the set of pairs $(1,2),(3,4), \ldots, (n,n+1)$ gives

$$
S_{yu}(\omega_1) = \frac{n(n-2) \cdots (1)}{(2\pi)^{n-1}/2} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \ldots, \gamma_n) \delta_0(\omega_1 - \gamma_1 - \cdots - \gamma_n) S_{uu}(\gamma_1)
$$

$$
S_{uu}(\gamma_3) \cdots S_{uu}(\gamma_n) \delta_0(\gamma_3 + \gamma_4) \cdots \delta_0(\gamma_n + \gamma_{n+1}) \, d\gamma_1 \cdots d\gamma_{n+1}
$$

Integrating with respect to $\gamma_2$, then $\gamma_4$, and so on, gives, with a relabeling of variables,

$$
S_{yu}(\omega) = \frac{n(n-2)(n-4) \cdots (1)}{(2\pi)^{n-1}/2} S_{uu}(\omega) \int_{-\infty}^{\infty} H_{\text{sym}}(\omega, \gamma_1, -\gamma_1, \gamma_2, -\gamma_2, \ldots, \gamma_{n-1}, -\gamma_{n-1})
$$

$$
S_{uu}(\gamma_1) S_{uu}(\gamma_2) \cdots S_{uu}(\gamma_{n-2}/2) S_{uu}(\gamma_{n-1}/2) \, d\gamma_1 \cdots d\gamma_{n-1}/2, \ n+1 \text{ even} \tag{91}
$$

while $S_{yu}(\omega) = 0$, for $n+1$ odd.

Now I begin what starts out appearing to be a similar calculation for the output power spectral density for a homogeneous system with real, stationary, zero-mean, Gaussian input. Again the symmetric kernel and transfer function representations are used for the system. Substituting (87) into (84) gives
\[ S_{yy}(\omega) = \frac{1}{(2\pi)^n} \sum_{p} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \ldots, \gamma_n)H_{\text{sym}}(\gamma_{n+1}, \ldots, \gamma_{2n}) \]
\[ \delta_0(\omega-\gamma_1-\cdots-\gamma_n) \prod_{j,k} S_{uu}(\gamma_j)\delta_0(\gamma_j+\gamma_k) d\gamma_1 \cdots d\gamma_{2n} \quad (92) \]

But this situation is considerably more complex than the cross-spectral density case because \(H_{\text{sym}}(\gamma_1, \ldots, \gamma_n)H_{\text{sym}}(\gamma_{n+1}, \ldots, \gamma_{2n})\) is in general not symmetric for a symmetric system function. Thus, different types of terms will arise in the summation. Indeed, the general form for \(S_{yy}(\omega)\) is extremely complicated. I will derive the result for \(n = 2\) and state the result for \(n = 3\), leaving further considerations to the assiduous reader, or to the literature.

**Example 5.10** For \(n = 2\), (92) becomes

\[ S_{yy}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \gamma_2)H_{\text{sym}}(\gamma_3, \gamma_4)\delta_0(\omega-\gamma_1-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_3) \]
\[ \delta_0(\gamma_1+\gamma_2)\delta_0(\gamma_3+\gamma_4) d\gamma_1 d\gamma_2 d\gamma_3 d\gamma_4 \]
\[ + \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \gamma_2)H_{\text{sym}}(\gamma_3, \gamma_4)\delta_0(\omega-\gamma_1-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_2) \]
\[ \delta_0(\gamma_1+\gamma_3)\delta_0(\gamma_2+\gamma_4) d\gamma_1 d\gamma_2 d\gamma_3 d\gamma_4 \]
\[ + \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \gamma_2)H_{\text{sym}}(\gamma_3, \gamma_4)\delta_0(\omega-\gamma_1-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_2) \]
\[ \delta_0(\gamma_1+\gamma_4)\delta_0(\gamma_2+\gamma_3) d\gamma_1 d\gamma_2 d\gamma_3 d\gamma_4 \]

Integrating each term with respect to \(\gamma_4\) gives

\[ S_{yy}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \gamma_2)H_{\text{sym}}(\gamma_3, -\gamma_3)\delta_0(\omega-\gamma_1-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_3) \]
\[ \delta_0(\gamma_1+\gamma_2) d\gamma_1 d\gamma_2 d\gamma_3 \]
\[ + \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \gamma_2)H_{\text{sym}}(\gamma_3, -\gamma_2)\delta_0(\omega-\gamma_1-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_3) \]
\[ \delta_0(\gamma_1+\gamma_3) d\gamma_1 d\gamma_2 d\gamma_3 \]
\[ + \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1, \gamma_2)H_{\text{sym}}(\gamma_3, -\gamma_1)\delta_0(\omega-\gamma_1-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_3) \]
\[ \delta_0(\gamma_2+\gamma_3) d\gamma_1 d\gamma_2 d\gamma_3 \]

It should be fairly clear how to proceed. Integrating the first term with respect to \(\gamma_2\) and the last two terms with respect to both \(\gamma_2\) and \(\gamma_3\) gives
\[
S_{yy}(\omega) = \frac{1}{2\pi} \delta_0(\omega) \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1,-\gamma_1)H_{\text{sym}}(\gamma_3,-\gamma_3)S_{uu}(\gamma_1)S_{uu}(\gamma_3)\,d\gamma_1\,d\gamma_3 \\
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1,\omega-\gamma_1)H_{\text{sym}}(-\gamma_1,-\omega+\gamma_1)S_{uu}(\gamma_1)S_{uu}(\omega-\gamma_1)\,d\gamma_1 \\
+ \frac{1}{2\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1,\omega-\gamma_1)H_{\text{sym}}(-\omega+\gamma_1,-\gamma_1)S_{uu}(\gamma_1)S_{uu}(\omega-\gamma_1)\,d\gamma_1
\]

Using the symmetry of the system function to combine the last two terms allows the output power spectral density for the \(n = 2\) case to be written in the form

\[
S_{yy}(\omega) = \frac{1}{2\pi} \delta_0(\omega) \int_{-\infty}^{\infty} H_{\text{sym}}(\gamma_1,-\gamma_1)H_{\text{sym}}(\gamma_2,-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_2)\,d\gamma_1\,d\gamma_2 \\
+ \frac{1}{\pi} \int_{-\infty}^{\infty} H_{\text{sym}}(\omega-\gamma,\gamma)H_{\text{sym}}(-\omega+\gamma,-\gamma)S_{uu}(\gamma)S_{uu}(\omega-\gamma)\,d\gamma
\]

(93)

This example illustrates the different types of terms that can arise in the general formula. For the record, I also list the result for degree-3 homogeneous systems.

\[
S_{yy}(\omega) = \frac{6}{(2\pi)^2} \int_{-\infty}^{\infty} H_{\text{sym}}(\omega-\gamma_1,-\gamma_2,\gamma_1,\gamma_2)H_{\text{sym}}(-\omega+\gamma_1+\gamma_2,-\gamma_1,-\gamma_2)S_{uu}(\omega-\gamma_1-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_2)\,d\gamma_1\,d\gamma_2 \\
+ \frac{9}{(2\pi)^2} S_{uu}(\omega) \int_{-\infty}^{\infty} H_{\text{sym}}(\omega,\gamma_1,-\gamma_1)H_{\text{sym}}(-\omega,\gamma_2,-\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_2)\,d\gamma_1\,d\gamma_2
\]

(94)

**Example 5.11**  Suppose that the input to the system shown in Figure 5.1 is a real, stationary, zero-mean, Gaussian random process with power spectral density

\[
S_{uu}(\omega) = \frac{A^2}{\omega^2 + \alpha^2}
\]

Figure 5.1. A degree-2 homogeneous system.

To find the power spectral density of the output, first note that the symmetric system function in this case is

\[
H_{\text{sym}}(\omega_1,\omega_2) = \frac{B}{i\omega_1 + i\omega_2 + \beta}
\]

Thus
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Performing the integrations (tables are allowed) gives
\[
\int_{-\infty}^{\infty} \frac{1}{\gamma^2 + \alpha^2} \, d\gamma = \frac{\pi}{\alpha}
\]
\[
\int_{-\infty}^{\infty} \frac{1}{(\gamma^2 + \alpha^2)[(\omega - \gamma)^2 + \alpha^2]} \, d\gamma = \frac{4\pi^2}{\omega^2 + 4\alpha^2}
\]
Thus the output power spectral density is
\[
S_{yy}(\omega) = \frac{A^4 B^2 \pi}{2\alpha^2 \beta^2} \delta_0(\omega) + \frac{4\pi A^4 B^2}{(\omega^2 + \beta^2)(\omega^2 + 4\alpha^2)}
\]

Now consider the case of Volterra and polynomial systems with random inputs. Since the expressions are formidable, the results will be given only for the first few terms - at least in the output power spectral density calculation.

It will be convenient to use the notation
\[
y(t) = \sum_{n=1}^{\infty} y_n(t)
\]
where \(y_n(t)\) is the output of the degree-\(n\) homogeneous term. And to be absolutely specific, a subscript will be added to the kernels and transfer functions to indicate the degree. When the input is a sample function from an arbitrary, real random process, the input/output cross-correlation can be written as
\[
R_{yu}(t_1, t_2) = E[y(t_1)u(t_2)] = \sum_{n=1}^{\infty} E[y_n(t_1)u(t_2)] = \sum_{n=1}^{\infty} R_{y_n u}(t_1, t_2)
\]
where \(R_{y_n u}(t_1, t_2)\) denotes the cross-correlation for the degree-\(n\) homogeneous case just considered. Thus the cross-correlation and cross-spectral density expressions for polynomial or Volterra systems are found simply by summing the previously derived expressions over \(n\), the subsystem degree. For example, when the input is real, stationary, zero-mean, and Gaussian, the input/output cross-spectral density is given by
\( S_{yy}(\omega) = S_{uu}(\omega) \sum_{\text{odd } n \geq 1} \frac{(n)(n-2) \cdots 1}{(2\pi)^{(n-1)/2}} \int_{-\infty}^{\infty} H_{n_{\text{sym}}}(\omega, \gamma_1, \ldots, \gamma_n) \prod_{j=1}^{n} \gamma_j^{\frac{1}{2}} \, d\gamma_1 \cdots d\gamma_n^{\frac{1}{2}} \)  

\( S_{uu}(\gamma_1) \cdots S_{uu}(\gamma_n^{\frac{1}{2}}) \)  

(97)

Returning to the case of an arbitrary real random input, the calculation of the output autocorrelation or power spectral density is considerably more complex. To see why, note that

\( R_{yy}(t_1, t_2) = E[y(t_1)y(t_2)] = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} E[y_n(t_1)y_m(t_2)] \)  

(98)

This expression can be written in the notation

\[ R_{yy}(t_1, t_2) = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} R_{y_n y_m}(t_1, t_2) \]  

(99)

where \( R_{y_n y_m}(t_1, t_2) = E[y_n(t_1)y_m(t_2)] \) is called the partial output autocorrelation. The computation of this term is only slightly different from the computations considered earlier, and the tools are quite familiar by now.

Performing the obvious calculations gives an expression for the partial output autocorrelation,

\[ R_{y_n y_m}(t_1, t_2) = \int_{-\infty}^{\infty} h_{n_{\text{sym}}}((\sigma_1, \ldots, \sigma_n)) h_{m_{\text{sym}}}((\sigma_{n+1}, \ldots, \sigma_{n+m})) \]  

\[ R_{uu}^{(n+m)}(t_1 - \sigma_1, \ldots, t_1 - \sigma_n, t_2 - \sigma_{n+1}, \ldots, t_2 - \sigma_{n+m}) \, d\sigma_1 \cdots d\sigma_{n+m} \]  

(100)

Just as before when faced with expressions of this form, it is convenient to define a multivariable partial output autocorrelation by

\[ \hat{R}_{y_n y_m}(t_1, \ldots, t_{n+m}) = \int_{-\infty}^{\infty} h_{n_{\text{sym}}}((\sigma_1, \ldots, \sigma_n)) h_{m_{\text{sym}}}((\sigma_{n+1}, \ldots, \sigma_{n+m})) \]  

\[ R_{uu}^{(n+m)}(t_1 - \sigma_1, \ldots, t_n - \sigma_{n+m}) \, d\sigma_1 \cdots d\sigma_{n+m} \]  

(101)

so that

\[ R_{y_n y_m}(t_1, t_2) = \hat{R}_{y_n y_m}(t_1, \ldots, t_{n+m}) \bigg|_{t_1 = \cdots = t_n = t_1}^{t_{n+1} = \cdots = t_{n+m} = t_2} \]  

(102)

Again, the advantage of this notation is that the convolution properties of the Fourier transform can be applied in a direct fashion, and the variable associations can be handled separately. Letting

\( 229 \)
\[ S_{y_1y_2}(\omega_1, \omega_2) = F[R_{y_1y_2}(t_1, t_2)] \]
\[ \hat{S}_{y_1y_2}(\omega_1, \ldots, \omega_{n+m}) = F[\hat{R}_{y_1y_2}(t_1, \ldots, t_{n+m})] \]
\[ S_{uu}^{(n+m)}(\omega_1, \ldots, \omega_{n+m}) = F[R_{uu}^{(n+m)}(t_1, \ldots, t_{n+m})] \] (103)

and using the system function defined previously gives
\[ \hat{S}_{y_1y_2}(\omega_1, \ldots, \omega_{n+m}) = H_{nsym}(\omega_1, \ldots, \omega_n)H_{msym}(\omega_{n+1}, \ldots, \omega_{n+m})S_{uu}^{(n+m)}(\omega_1, \ldots, \omega_{n+m}) \] (104)

Repeating the derivation leading to (79) gives, in the present setting
\[ S_{y_1y_2}(\omega_1, \omega_2) = \frac{1}{(2\pi)^{n+m-2}} \int_{-\infty}^{\infty} \hat{S}_{y_1y_2}(\gamma_1, \ldots, \gamma_{n+m})\delta_0(\omega - \gamma_1 - \cdots - \gamma_n) \]
\[ \delta_0(\omega - \gamma_{n+1} - \cdots - \gamma_{n+m}) \, d\gamma_1 \cdots d\gamma_{n+m} \] (105)

Furthermore, for stationary random process inputs, the partial output power spectral density is given by
\[ S_{y_1y_2}(\omega) = \frac{1}{(2\pi)^{n+m-1}} \int_{-\infty}^{\infty} \hat{S}_{y_1y_2}(\gamma_1, \ldots, \gamma_{n+m})\delta_0(\omega - \gamma_1 - \cdots - \gamma_n) \]
\[ \delta_0(\gamma_{n+1} + \cdots + \gamma_{n+m}) \, d\gamma_1 \cdots d\gamma_{n+m} \] (106)

Of course, this formula checks with (84) for the case \( m = n \).

Now assume that the input is real, stationary, zero-mean, Gaussian, and with power spectral density \( S_{uu}(\omega) \). Substituting (87) and (104) into (106) gives
\[ S_{y_1y_2}(\omega) = 0 \, \text{, \, \, \, \, \, \, \, \, \, \, n+m \, odd} \] (107)

and
\[ S_{y_1y_2}(\omega) = \frac{1}{(2\pi)^{n+m-1}} \sum_p \int_{-\infty}^{\infty} H_{nsym}(\gamma_1, \ldots, \gamma_n)H_{msym}(\gamma_{n+1}, \ldots, \gamma_{n+m}) \]
\[ \delta_0(\omega - \gamma_1 - \cdots - \gamma_n) \, \prod_{j,k} S_{uu}(\gamma_j)\delta_0(\gamma_j + \gamma_k) \, d\gamma_1 \cdots d\gamma_{n+m} \, \text{, \, \, \, \, \, \, \, \, \, \, n+m \, even} \] (108)

The reduction of this expression to more explicit form is a combinatorial problem of some complexity because the integrand lacks symmetry. I will be content to work out the terms that give the output power spectral density for polynomial systems of degree 3.
Example 5.12  To compute $S_{yy}(\omega)$ for the case of a degree-3 polynomial system, the terms $S_{ymy}(\omega)$ must be computed for $n, m = 1, 2, 3$. But it is evident that

$$S_{y1y1}(\omega) = S_{y2y2}(\omega) = S_{y3y3}(\omega) = S_{y4y4}(\omega) = 0$$

For $n = m = 1, 2, 3$ the partial output power spectral densities have been calculated previously, and are given in (64), (93), and (94). For $n = 1$ and $m = 3$, (108) gives

$$S_{y1y3}(\omega) = \frac{2}{\pi} \int_{-\infty}^{\infty} H_1(\omega) H_{3sym}(\gamma_1, \gamma_3, \gamma_4) \delta_0(\omega - \gamma_1)$$

Performing the integrations gives

$$S_{y1y3}(\omega) = \frac{3}{2\pi} H_1(\omega) S_{uu}(\omega) \int_{-\infty}^{\infty} H_{3sym}(\omega, \gamma) S_{uu}(\gamma) d\gamma$$

In a similar fashion $S_{y3y1}(\omega)$ can be computed. Alternatively, the easily proved fact that $S_{y1y3}(\omega) = S_{y1y3}(\omega)$ can be used to obtain

$$S_{y3y1}(\omega) = \frac{3}{2\pi} H_1(-\omega) S_{uu}(\omega) \int_{-\infty}^{\infty} H_{3sym}(\omega, \gamma) S_{uu}(\gamma) d\gamma$$

Now, collecting together all the terms gives the expression
\[
S_{yy}(\omega) = H_1(\omega)H_1(-\omega)S_{uu}(\omega) + \frac{3}{2\pi} H_1(\omega)S_{uu}(\omega) \int_{-\infty}^{\infty} H_{3\text{sym}}(-\omega, \gamma, -\gamma)S_{uu}(\gamma) \, d\gamma
+ \frac{3}{2\pi} H_1(-\omega)S_{uu}(\omega) \int_{-\infty}^{\infty} H_{3\text{sym}}(\omega, \gamma, -\gamma)S_{uu}(\gamma) \, d\gamma
+ \frac{1}{2\pi} \delta_0(\omega) \int_{-\infty}^{\infty} H_{2\text{sym}}(\gamma_1, -\gamma_1)H_{2\text{sym}}(\gamma_2, -\gamma_2)S_{uu}(\gamma_1)S_{uu}(\gamma_2) \, d\gamma_1 \, d\gamma_2
+ \frac{1}{\pi} \int H_{2\text{sym}}(\omega, \gamma)H_{2\text{sym}}(-\omega, \gamma, -\gamma)S_{uu}(\gamma)S_{uu}(\omega, \gamma) \, d\gamma
+ \frac{6}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H_{3\text{sym}}(\omega, \gamma_1, \gamma_2)H_{3\text{sym}}(-\omega, \gamma_2, \gamma_1)S_{uu}(\gamma_1)S_{uu}(\gamma_2) \, d\gamma_1 \, d\gamma_2
+ \frac{9}{(2\pi)^2} S_{uu}(\omega) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} H_{3\text{sym}}(\omega, \gamma_1, \gamma_2)H_{3\text{sym}}(-\omega, \gamma_2, -\gamma_1)S_{uu}(\gamma_1)S_{uu}(\gamma_2) \, d\gamma_1 \, d\gamma_2
\] (109)

**Example 5.13** For the phase-locked loop introduced in Example 3.3, the first three symmetric transfer functions are shown in Example 3.8 to be

\[
H(s) = \frac{1}{s + K}, \quad H_{2\text{sym}}(s_1, s_2) = 0,
H_{3\text{sym}}(s_1, s_2, s_3) = \frac{K/6}{(s_1 + s_2 + s_3 + K)(s_1 + K)(s_2 + K)(s_3 + K)}
\]

Suppose the message signal is real, stationary, zero-mean, Gaussian white noise with intensity \(A\). Thus,

\[
R_{uu}(\tau) = A\delta_0(\tau), \quad S_{uu}(\omega) = A
\]

Then it is straightforward to verify that, through degree 3, the loop error signal \(x(t)\) also is zero mean. In particular, from (65) the degree-1 component of \(x(t)\) is zero mean, and from Example 5.8 the degree-2 and degree-3 components are also.

To illustrate the calculation of the power spectral density for \(x(t)\), I will evaluate the terms in (109) that are of degree \(\leq 2\) in the noise intensity \(A\). These terms give

\[
S_{xx}(\omega) = AH(\omega)H(-\omega) + \frac{3A^2}{2\pi} H(\omega) \int_{-\infty}^{\infty} H_{3\text{sym}}(-\omega, \gamma, -\gamma) \, d\gamma
+ \frac{3A^2}{2\pi} H(-\omega) \int_{-\infty}^{\infty} H_{3\text{sym}}(\omega, \gamma, -\gamma) \, d\gamma
\]
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Clearly,

\[ AH(\omega)H(-\omega) = \frac{A}{\omega^2 + K^2} \]

and a simple calculation gives

\[ \frac{3A^2}{2\pi} H(\omega) \int_{-\infty}^{\infty} H_{3\text{sym}}(-\omega,\gamma,-\gamma) d\gamma = \frac{KA^2/4\pi}{(\omega^2+K^2)(-i\omega+K)} \int_{-\infty}^{\infty} \frac{1}{\gamma^2+K^2} d\gamma \]

\[ = \frac{KA^2/4}{(\omega^2+K^2)(-i\omega+K)} \]

Since the third term can be obtained from the second by replacing \( \omega \) by \(-\omega\), the power spectral density of the loop error is, through degree 2 in \( A \),

\[ S_{xx}(\omega) = \frac{A}{\omega^2 + K^2} + \frac{KA^2/2}{(\omega^2 + K^2)^2} \]

5.5 The Wiener Orthogonal Representation

A major difficulty in computing the output power spectral density, or autocorrelation, for a polynomial or Volterra system is the profusion of partial output spectral densities or autocorrelations (cross-terms). For this reason, and for other reasons that will be discussed in Chapter 7, I will now consider a series representation that has certain orthogonality properties with respect to the statistical characterization of the response. Under appropriate convergence conditions, this Wiener series representation can be viewed as a rearrangement of the terms in a Volterra series representation. However, this viewpoint can be confusing, and it probably is best to regard the Wiener representation as a separate topic, at least at the outset.

Throughout this section it is assumed that the input signal is a sample function from a real, stationary, zero-mean, white Gaussian random process with intensity \( A \). The exposition will be in terms of infinite series, with the usual avoidance of convergence issues. Actually, the convergence properties of the Wiener representation are naturally addressed in the mean square sense, and it can be shown that the resulting conditions are less restrictive than those for the Volterra series. These issues will be left to the literature cited in Section 5.6.

The Wiener representation for a system takes the form

\[ y(t) = \sum_{n=0}^{\infty} G_n[k_n,u(t)] \]

where each Wiener operator \( G_n[k_n,u(t)] \) is a degree-\( n \) polynomial operator that is specified (in a yet to be determined, and at this point nonobvious, manner) by a symmetric Wiener kernel \( k_n(t_1, \ldots, t_n) \). Notice that the operator notation from Chapter 1 has been changed slightly in that the subscript indicates now the polynomial degree of the operator, and the dependence on \( k_n \) is displayed. Also there is no subscript "sym" on the Wiener
kernel, even though it is symmetric. This conforms with the traditional notation, and helps
to distinguish the Wiener kernel from the symmetric Volterra series kernel $h_{\text{sym}}(t_1, \ldots, t_n)$.

The important condition to be imposed is that what might be called the partial output
autocorrelations in this new representation satisfy

$$
E[ G_n[k_n,u(t+\tau)] G_m[k_m,u(t)] ] = 0, \text{ for all } \tau, m \neq n \quad (111)
$$

Of course, when this condition is satisfied, the output autocorrelation is given by

$$
R_{yy}(\tau) = \sum_{n=0}^{\infty} E[ G_n[k_n,u(t+\tau)] G_n[k_n,u(t)] ] \quad (112)
$$

Although the Wiener representation can be determined through an elegant, general
argument, it is instructive to begin in an elementary fashion. (A more elegant derivation
will be used for the discrete-time case in Chapter 6.) The approach is to find $G_n[k_n,u(t)]$ by requiring that it be a degree-$n$ polynomial operator that satisfies

$$
E[ G_n[k_n,u(t+\tau)] F_j[u(t)] ] = 0, \text{ for all } \tau, j = 0, 1, \ldots, n-1 \quad (113)
$$

where $F_j[u(t)]$ is any homogeneous operator of degree $j$. Of course this condition guarantees that $G_n[k_n,u(t)]$ is orthogonal to any polynomial operator of degree $n-1$ or less. In the following development, the symmetric kernel corresponding to $F_j[u(t)]$ will be denoted by $f_{j,\text{sym}}(t_1, \ldots, t_j)$, except that the "sym" is superfluous when $j = 0, 1$.

The degree-0 Wiener operator is defined to be simply $G_0[k_0,u(t)] = k_0$. The
degree-1 Wiener operator is assumed to take the general form

$$
G_1[k_1,u(t)] = \int_{-\infty}^{\infty} k_1(\sigma)u(t-\sigma) \, d\sigma + k_{1,0} \quad (114)
$$

where $k_1(t)$ is the degree-1 Wiener kernel, and $k_{1,0}$ is a constant that remains to be chosen. This operator must be orthogonal to any degree-0 homogeneous operator $F_0[u(t)] = f_0$, that is

$$
0 = E[ G_1[k_1,u(t+\tau)] F_0[u(t)] ]
$$

$$
= \int_{-\infty}^{\infty} f_0 k_1(\sigma) E[u(t+\tau-\sigma)] \, d\sigma + f_0 k_{1,0}, \text{ for all } \tau
$$

for any $f_0$. And since the expected value in the first term is 0, this condition can be satisfied by taking $k_{1,0} = 0$. Thus the degree-1 Wiener operator takes the (familiar) form

$$
G_1[k_1,u(t)] = \int_{-\infty}^{\infty} k_1(\sigma)u(t-\sigma) \, d\sigma \quad (115)
$$

So far the Wiener representation looks just like a Volterra series representation, except that
the kernels may be different.
Now I proceed to degree 2, where more interesting things begin to happen. The general form of $G_2[k_2,u(t)]$ is

$$G_2[k_2,u(t)] = \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)u(t-\sigma_1)u(t-\sigma_2)\,d\sigma_1 d\sigma_2$$

$$+ \int_{-\infty}^{\infty} k_{2,1}(\sigma_1)u(t-\sigma_1)\,d\sigma_1 + k_{2,0}$$

(116)

where $k_2(t_1,t_2)$ is symmetric, and where the conditions to be satisfied are

$$E[G_2[k_2,u(t+\tau)]F_1[u(t)]] = 0$$

$$E[G_2[k_2,u(t+\tau)]F_0[u(t)]] = 0$$

(117)

for all $\tau$. The first condition gives

$$0 = \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)f_1(\sigma)E[u(t+\tau-\sigma_1)u(t+\tau-\sigma_2)u(t-\sigma)]\,d\sigma_1 d\sigma_2 d\sigma$$

$$+ \int_{-\infty}^{\infty} k_{2,1}(\sigma_1)f_1(\sigma)E[u(t+\tau-\sigma_1)u(t-\sigma)]\,d\sigma d\sigma_1$$

$$+ \int_{-\infty}^{\infty} k_{2,0}f_1(\sigma)E[u(t-\sigma)]\,d\sigma$$

$$= A \int_{-\infty}^{\infty} k_{2,1}(\sigma+\tau)f_1(\sigma)\,d\sigma$$

To guarantee that this is satisfied regardless of $f_1(t)$, take $k_{2,1}(t) = 0$. Now the second condition in (117) gives

$$0 = \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)f_0E[u(t+\tau-\sigma_1)u(t-\sigma_2)]\,d\sigma_1 d\sigma_2 + k_{2,0}f_0$$

$$= A \int_{-\infty}^{\infty} k_2(\sigma,\sigma)f_0\,d\sigma + k_{2,0}f_0$$

This can be satisfied by taking

$$k_{2,0} = -A \int_{-\infty}^{\infty} k_2(\sigma,\sigma)\,d\sigma$$

so that the degree-2 Wiener operator is

$$G_2[k_2,u(t)] = \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)u(t-\sigma_1)u(t-\sigma_2)d\sigma_1 d\sigma_2 - A \int_{-\infty}^{\infty} k_2(\sigma,\sigma)d\sigma$$

(118)

This is the first illustration of how the Wiener polynomial operators are specified by a single kernel. Also, notice that there is an implicit technical assumption here, namely, that
the integral of \( k_2(t_1,t) \) is finite.

I will work out one more just to show that nothing surprising happens. The degree-3 Wiener operator will take the general form

\[
G_3[k_3,u(t)] = \int_{-\infty}^{\infty} k_3(\sigma_1,\sigma_2,\sigma_3)u(t-\sigma_1)u(t-\sigma_2)u(t-\sigma_3) \, d\sigma_1 d\sigma_2 d\sigma_3
\]

\[
+ \int_{-\infty}^{\infty} k_{3,2}(\sigma_1,\sigma_2)u(t-\sigma_1)u(t-\sigma_2) \, d\sigma_1 d\sigma_2
\]

\[
+ \int_{-\infty}^{\infty} k_{3,1}(\sigma_1)u(t-\sigma_1) \, d\sigma_1 + k_{3,0}
\]

(119)

where the degree-3 Wiener kernel \( k_3(t_1,t_2,t_3) \) is symmetric. Imposing the condition of orthogonality to degree-0 homogeneous operators gives that

\[
A \int_{-\infty}^{\infty} k_{3,2}(\sigma,\sigma) f_0 \, d\sigma + k_{3,0} f_0 = 0
\]

must hold for all \( f_0 \). To satisfy this condition, set

\[
k_{3,0} = -A \int_{-\infty}^{\infty} k_{3,2}(\sigma,\sigma) \, d\sigma
\]

Orthogonality with respect to degree-1 homogeneous operators gives the condition

\[
0 = 3A^2 \int_{-\infty}^{\infty} k_3(\sigma_1,\sigma_1,\sigma+\tau) f_1(\sigma) \, d\sigma_1 d\sigma + A \int_{-\infty}^{\infty} k_{3,1}(\sigma+\tau) f_1(\sigma) \, d\sigma
\]

for all \( f_1(t) \). To satisfy this, set

\[
k_{3,1}(t) = -3A \int_{-\infty}^{\infty} k_3(\sigma,\sigma,t) \, d\sigma
\]

Up to this point the degree-3 Wiener operator has been specialized to the form

\[
G_3[k_3,u(t)] = \int_{-\infty}^{\infty} k_3(\sigma_1,\sigma_2,\sigma_3)u(t-\sigma_1)u(t-\sigma_2)u(t-\sigma_3) \, d\sigma_1 d\sigma_2 d\sigma_3
\]

\[
+ \int_{-\infty}^{\infty} k_{3,2}(\sigma_1,\sigma_2)u(t-\sigma_1)u(t-\sigma_2) \, d\sigma_1 d\sigma_2
\]

\[
- 3A \int_{-\infty}^{\infty} k_3(\sigma_1,\sigma_1,\sigma)u(t-\sigma) \, d\sigma_1 d\sigma - A \int_{-\infty}^{\infty} k_{3,2}(\sigma,\sigma) \, d\sigma
\]

(120)

Imposing the (final) condition that (120) be orthogonal to all degree-2 homogeneous operators leads, after some calculation, to the choice \( k_{3,2}(t_1,t_2) = 0 \). Thus the degree-3 Wiener operator in (110) is
The general result can be stated as follows.

**Theorem 5.1**  The degree-$n$ Wiener operator is given by

$$G_n[k, u(t)] = \sum_{i=0}^{[n/2]} \frac{(-1)^i n! A^i}{2^i (n-2i)! i!} \int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_{n-2i}, \tau_1, \tau_1, \ldots, \tau_i, \tau_i)$$

$$d\tau_1 \cdots d\tau_i u(t-\sigma_1) \cdots u(t-\sigma_{n-2i}) d\sigma_1 \cdots d\sigma_{n-2i}$$

(122)

where $[n/2]$ indicates the greatest integer $\leq n/2$, the Wiener kernel $k_n(t_1, \ldots, t_n)$ is symmetric, and where $A$ is the intensity of the real, stationary, zero-mean, Gaussian-white-noise input.

**Proof** (Sketch) Suppose $n$ is an even integer for definiteness. (The proof for odd $n$ is similar.) Then the square brackets can be erased from the upper limit of the summation sign. Also, retaining the notation $F_j[u(t)]$ for an arbitrary degree-$j$ homogeneous operator with symmetric kernel $f_{j\text{sym}}(t_1, \ldots, t_j)$,

$$E[G_n[k, u(t+\tau)]F_j[u(t)]] = 0, \quad \text{odd } j < n$$

This is because all terms will involve the expected value of a product of an odd number of zero-mean Gaussian random variables. Thus, it remains to show that

$$E[G_n[k, u(t+\tau)]F_2[u(t)]] = 0, \quad j = 0, 1, \ldots, \frac{n-2}{2}$$

For $j = 0$ this condition reduces to showing that $E[G_n[k, u(t)]] = 0$ for $n > 0$. Direct calculation using (85) gives

$$E[G_n[k, u(t)]] = \sum_{i=0}^{n/2} \frac{(-1)^i n! A^i}{2^i (n-2i)! i!} \int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_{n-2i}, \tau_1, \tau_1, \ldots, \tau_i, \tau_i)$$

$$d\tau_1 \cdots d\tau_i A^{(n-2i)/2} \sum_{j=0}^{n/2} \prod_{k=0}^{n-2i} \delta_0(\sigma_j-\sigma_k) d\sigma_1 \cdots d\sigma_{n-2i}$$

For each fixed $i$, integrating out the $(n-2i)/2$ impulses in each product will yield identical results because of the symmetry of the Wiener kernel. Furthermore, from (85) there are

$$\frac{(n-2i)!}{(\frac{n-2i}{2})!2^{(n-2i)/2}} = \frac{(n-2i)!}{(\frac{n}{2}-i)!2^{n/2-2i}}$$

products in the summation in the $i^{th}$ term. Therefore, with considerable relabeling of
variables, I can write
\[
E[G_n[k_n,u(t)]] = \frac{n! A^{n/2}}{2^{n/2}} \sum_{i=0}^{n/2} \frac{(-1)^i}{(n/2)! (n/2-i)!} \int_{-\infty}^{\infty} k_n(\sigma_1,\sigma_1,\ldots,\sigma_{n/2},\sigma_{n/2}) \, d\sigma_1 \cdots d\sigma_{n/2}
\]

But
\[
\sum_{i=0}^{n/2} \frac{(-1)^i}{(n/2)! (n/2-i)!} = \frac{1}{(n/2)!} \sum_{i=0}^{n/2} (-1)^i \binom{n/2}{i} = 0
\]

so the result is
\[
E[G_n[k_n,u(t)]] = 0, \quad n = 1,2,\ldots
\]

For \( j = 1 \) it must be shown that, assuming \( n > 2 \),
\[
E[G_n[k_n,u(t+\tau)]F_2[u(t)]] = 0
\]

where the degree-2 operator \( F_2[u(t)] \) is arbitrary. Again, proceeding by direct calculation gives
\[
E[G_n[k_n,u(t+\tau)]F_2[u(t)]] = \frac{n! A^{n/2}}{2^{n/2}} \sum_{i=0}^{n/2} \frac{(-1)^i}{(n/2)! (n/2-i)!} \int_{-\infty}^{\infty} k_n(\sigma_1,\ldots,\sigma_{n-2i},\tau_1,\tau_1,\ldots,\tau_i,\tau_i) \, d\tau_1 \cdots d\tau_i \cdot f_{2\text{sym}}(\sigma_{n-2i+1},\sigma_{n-2i+2})
\]

\[
E[u(t+\tau-\sigma_1) \cdots u(t+\tau-\sigma_{n-2i+2})] d\sigma_1 \cdots d\sigma_{n-2i+2}
\]

\[
= \sum_{i=0}^{n/2} \frac{(-1)^i n! A^{i}}{(n-2i)! 2^{i} (n/2)!} \int_{-\infty}^{\infty} k_n(\sigma_1,\ldots,\sigma_{n-2i},\tau_1,\tau_1,\ldots,\tau_i,\tau_i) \, d\tau_1 \cdots d\tau_i \cdot f_{2\text{sym}}(\sigma_{n-2i+1},\sigma_{n-2i+2}) \cdot A^{(n-2i+2)/2} \prod_{j,k} \delta_0(\sigma_j-\sigma_k) \, d\sigma_1 \cdots d\sigma_{n-2i+2}
\]

First, for each fixed \( i \) consider all the product terms in \( \sum_{j,k} \delta_0(\sigma_{n-2i+1}-\sigma_{n-2i+2}) \). Integrating out this impulse gives an identical result in each term, and there are
\[
\begin{align*}
(\frac{n-2i}{2})! & \quad = \frac{(n-2i)!}{(n-2i)! 2^{(n-2i)/2}} = \frac{(n-2i)!}{(n/2-i)! 2^{n/2-2i}}
\end{align*}
\]
such terms for each \( i \). The remaining products of \( (n-2i)/2 \) impulses will contain all possible pairs of arguments from \( \sigma_1,\ldots,\sigma_{n-2i} \). Thus, these terms give
that contain an impulse of the form \( \delta \). Therefore, these terms occur only for \( i \leq n/2 \). This result will be used in the sequel. Now, for each \( i \), consider the remaining terms, all of which contain factors of the form \( \delta_{0}(\sigma_{0} - \sigma_{k}) \). Of course, these terms occur only for \( i < n/2 \), and there are

\[
\frac{(n-2i+2)!}{(n-2i+2)!} - \frac{(n-2i)!}{(n-2i)!} = \frac{(n-2i)!}{(n-2i)!} \cdot \frac{(n-2i)!}{(n-2i)!}
\]

such terms for each \( i \). Because of symmetry, all these terms will be identical after the impulses are integrated out. Thus, these terms give

\[
\sum_{i=0}^{n/2-1} \frac{(-1)^i n! A^{(n+2)/2}(n-2i)}{(n-i)!} \sum_{j} \delta_{0}(\sigma_{j} - \sigma_{k}) = 0
\]

since

\[
\sum_{i=0}^{n/2-1} (-1)^i \binom{n/2}{i} (n-2i) = n \sum_{i=0}^{n/2-1} (-1)^i \binom{n/2-1}{i} = 0
\]

It now should be clear that to verify the orthogonality condition in general requires just this type of calculation for larger values of \( j \). This tedious exercise is omitted.
There are some general features to notice about $G_n[k_n,u(t)]$. It is a degree-$n$ polynomial operator that contains homogeneous terms of degree $n$, $n-2$, ..., 1 ($n$ odd) or 0 ($n$ even). However, all the homogeneous terms are specified by the degree-$n$, symmetric, Wiener kernel $k_n(t_1, \ldots, t_n)$ and by the input noise intensity $A$.

Lest the reader be puzzled over the notational abuse in (122) when $i = 0$, that term is precisely

$$\int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_n)u(t-\sigma_1) \cdots u(t-\sigma_n) d\sigma_1 \cdots d\sigma_n$$

Finally, it should be clear that certain integrability conditions on the Wiener kernel must hold if (122) is to make sense technically.

Now suppose a system is described by the Wiener representation in (111). Then, by the orthogonality property, the output autocorrelation is given by

$$R_{yy}(\tau) = E[y(t+\tau)y(t)] = \sum_{n=0}^{\infty} E[G_n[k_n,u(t+\tau)]G_n[k_n,u(t)]] \quad (123)$$

Before computing the general term, it is instructive to work out the first few. For $n = 0$, it is clear that

$$E[G_0[k_0,u(t+\tau)]G_0[k_0,u(t)]] = E[k_0^2] = k_0^2 \quad (124)$$

For $n = 1$ the calculation is only slightly less trivial since this is the usual linear case:

$$E[G_1[k_1,u(t+\tau)]G_1[k_1,u(t)]] = \int_{-\infty}^{\infty} k_1(\sigma_1)k_1(\sigma_2)E[u(t+\tau-\sigma_1)u(t-\sigma_2)] d\sigma_1 d\sigma_2$$

$$= A \int_{-\infty}^{\infty} k_1(\sigma+\tau)k_1(\sigma) d\sigma \quad (125)$$

For $n = 2$ the calculation is a bit more involved, though all the steps have been done at least once before in this chapter.

$$E[G_2[k_2,u(t+\tau)]G_2[k_2,u(t)]]$$

$$= \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)k_2(\sigma_3,\sigma_4)E[u(t+\tau-\sigma_1)u(t+\tau-\sigma_2)u(t-\sigma_3)u(t-\sigma_4)] d\sigma_1 \cdots d\sigma_4$$

$$- A \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)E[u(t+\tau-\sigma_1)u(t-\sigma_2)] d\sigma_1 d\sigma_2 \int_{-\infty}^{\infty} k_2(\sigma,\sigma) d\sigma$$

$$- A \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)E[u(t-\sigma_1)u(t-\sigma_2)] d\sigma_1 d\sigma_2 \int_{-\infty}^{\infty} k_2(\sigma,\sigma) d\sigma$$

$$+ A^2 \int_{-\infty}^{\infty} k_2(\sigma,\sigma) d\sigma^2 \quad (126)$$

Upon expansion of the expectations, many of the terms add out, leaving the easily verified result:
\[ E[G_2[k_2,u(t+\tau)]G_2[k_2,u(t)]] = 2A^2 \int_{-\infty}^{\infty} k_2(\sigma_1 + \tau, \sigma_2 + \tau)k_2(\sigma_1, \sigma_2) \, d\sigma_1 d\sigma_2 \quad (127) \]

The general result will be presented more formally.

**Theorem 5.2** For the Wiener polynomial operator \(G_n[k_n,u(t)]\), where \(u(t)\) is real, stationary, zero-mean, Gaussian white noise with intensity \(A\),

\[ E[G_n[k_n,u(t+\tau)]G_n[k_n,u(t)]] = n!A^n \int_{-\infty}^{\infty} k_n(\sigma_1 + \tau, \ldots, \sigma_n + \tau)k_n(\sigma_1, \ldots, \sigma_n) \, d\sigma_1 \cdots d\sigma_n \quad (128) \]

**Proof** (Sketch) To simplify the notation, the degree-\(n\) Wiener operator will be written in the general polynomial form shown below. (Recall that only homogeneous terms whose degree has the same parity as \(n\) occur in \(G_n[k_n,u(t)]\).)

\[ G_n[k_n,u(t)] = \sum_{k=0}^{n} g_k(\sigma_1, \ldots, \sigma_k)u(t-\sigma_1) \cdots u(t-\sigma_k) \, d\sigma_1 \cdots d\sigma_k \]

Then using the orthogonality property,

\[ E[G_n[k_n,u(t+\tau)]G_n[k_n,u(t)]] = E[\int_{-\infty}^{\infty} g_n(\sigma_1, \ldots, \sigma_n)u(t+\tau-\sigma_1) \cdots u(t+\tau-\sigma_n) \, d\sigma_1 \cdots d\sigma_n G_n[k_n,u(t)]] \]

\[ = \sum_{k=0}^{n} \int_{-\infty}^{\infty} \int_{\rho(k)=p(n)} g_n(\sigma_1, \ldots, \sigma_n) g_k(\tau_1, \ldots, \tau_k) \, E[u(t+\tau-\sigma_1) \cdots u(t+\tau-\sigma_n)u(t-\tau_1) \cdots u(t-\tau_k)] \, d\sigma_1 \cdots d\sigma_n d\tau_1 \cdots d\tau_k \quad (129) \]

In the \(k^{th}\) summand the expected value will contain a sum of products of \((n+k)/2\) impulses, and the argument of each impulse will be a difference of a pair of arguments chosen from \((t+\tau-\sigma_1), \ldots, (t+\tau-\sigma_n), (t-\tau_1), \ldots, (t-\tau_k)\).

First consider the \(k = n\) summand, and specifically those terms of the expected value wherein every impulse in the product has one of the \(\sigma_i\) variables and one of the \(\tau_i\) variables in its argument. There will be \(n!\) such products in the expected value, \(n\) choices of the \(\tau_i\) variable to pair with the first \(\sigma_i\) variable, \(n-1\) choices of the \(\tau_i\) variable to pair with the second \(\sigma_i\) variable, and so on. (Since the product is over unordered pairs, the ordering of the \(\sigma_i\)'s is immaterial.) Since \(g_n(t_1, \ldots, t_n)\) is symmetrical, when the impulses are integrated out, each of the resulting terms will be identical. Thus this portion of the contribution of the \(k = n\) term can be written as
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\[ n! A^n \int_{-\infty}^{\infty} g_n(\sigma_1 + \tau, \ldots, \sigma_n + \tau) g_n(\sigma_1, \ldots, \sigma_n) \, d\sigma_1 \cdots d\sigma_n \]

Of course, in the original notation this is precisely (128), and so the remainder of the argument is devoted to showing that all other terms in (129) are zero. The remaining products of impulses in the \( k = n \) summand will contain at least one impulse with an argument that is a difference of two of the \( \sigma_i \) variables. This feature is shared by all the \( k < n \) terms in (129) since there will be at least two more \( \sigma_i \) variables than \( \tau \) variables. This kind of term will be discussed now for the general \( k \leq n \) summand.

First, for fixed \( k \) in (129) consider each product-of-impulses term in the expected value that contains \( \delta_0(\sigma_{n-1} - \sigma_n) \) as a factor. Using the key fact noted in the proof of Theorem 5.1, this collection of terms can be written as

\[
A \delta_0(\sigma_{n-1} - \sigma_n) \, E[u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-2}) u(t - \sigma_1) \cdots u(t - \tau_k)]
\]

Collecting these terms in (129) for each value of \( k \), and integrating with respect to \( \sigma_n \), gives that their contribution to (129) is

\[
\sum_{k=0}^{n} \int_{-\infty}^{\infty} A g_n(\sigma_1, \ldots, \sigma_{n-2}, \sigma_n - 1, \sigma_{n-1}) g_k(\tau_1, \ldots, \tau_k) \, E[u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-2}) u(t - \sigma_1) \cdots u(t - \tau_k)] \, d\sigma_1 \cdots d\sigma_{n-1} \, d\tau_1 \cdots d\tau_k \]

\[
= A \int_{-\infty}^{\infty} g_n(\sigma_1, \ldots, \sigma_{n-2}, \sigma_n - 1, \sigma_{n-1}) g_k(\tau_1, \ldots, \tau_k) \, E[u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-2}) \, d\sigma_1 \cdots d\sigma_{n-1} \, u(t - \sigma_1) \cdots u(t - \tau_k) \, d\tau_1 \cdots d\tau_k] \]

\[
= A \int_{-\infty}^{\infty} g_n(\sigma_1, \ldots, \sigma_{n-2}, \sigma_n - 1, \sigma_{n-1}) \, d\sigma_{n-1} \, u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-2}) \, d\sigma_1 \cdots d\sigma_{n-2} \, G_n[k_n, u(t)] \]

\[
= 0
\]

by the orthogonality property of \( G_n[k_n, u(t)] \).

Now, for fixed \( k \) in (129), consider each product-of-impulses term in the expected value that contains \( \delta_0(\sigma_{n-3} - \sigma_{n-2}) \) as a factor, but that does not contain \( \delta_0(\sigma_{n-1} - \sigma_n) \) as a factor. The collection of such terms can be written as the set of terms that contain a factor of the form \( \delta_0(\sigma_{n-3} - \sigma_{n-2}) \), minus the set of terms that contain a factor of \( \delta_0(\sigma_{n-3} - \sigma_{n-2}) \delta_0(\sigma_{n-1} - \sigma_n) \). That is,

\[
A \delta_0(\sigma_{n-3} - \sigma_{n-2}) \, E[u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-4}) u(t + \tau - \sigma_{n-3}) u(t + \tau - \sigma_{n-2}) u(t + \tau - \sigma_n) u(t - \sigma_1) \cdots u(t - \tau_k)]
\]

\[
- \int_{-\infty}^{\infty} A^2 \delta_0(\sigma_{n-3} - \sigma_{n-2}) \delta_0(\sigma_{n-1} - \sigma_n) \, E[u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-4}) u(t - \sigma_1) \cdots u(t - \tau_k)]
\]

Collecting these terms in (129) for each value of \( k \), and integrating out the common
impulse factors, gives zero as follows. All terms corresponding to
\[ A \delta_0(\sigma_{n-3} - \sigma_{n-2}) E[u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-4}) u(t + \tau - \sigma_{n-1}) u(t + \tau - \sigma_n)] \]
give zero by the argument in the previous case. In a very similar fashion, the remaining set of terms gives
\[
\sum_{k=0}^{n} \left. -A^2 \int_{-\infty}^{0} g_n(\sigma_1, \ldots, \sigma_{n-4}, \sigma_{n-3}, \sigma_{n-2}, \sigma_{n-1}, \sigma_{n-1}) g_k(\tau_1, \ldots, \tau_k) \right. \\
E\left[u(t + \tau - \sigma_1) \cdots u(t + \tau - \sigma_{n-4}) u(t - \sigma_1) \cdots u(t - \sigma_{n-4}) u(t - \sigma_n) \right] d\sigma_1 \cdots d\sigma_{n-4} d\tau_1 \cdots d\tau_k \\
= -A^2 E\left[ \int_{-\infty}^{0} g_n(\sigma_1, \ldots, \sigma_{n-4}, \sigma_{n-3}, \sigma_{n-2}, \sigma_{n-1}, \sigma_{n-1}) u(t + \tau - \sigma_1) \right. \\
\cdots u(t + \tau - \sigma_{n-4}) d\sigma_1 \cdots d\sigma_{n-4} G_n[k_n, u(t)] \right] \\
= 0
\]
The remainder of the proof continues in just this way, with the next step being to consider those terms in (129) that contain \( \delta_0(\sigma_{n-5} - \sigma_{n-4}) \) as a factor, but not \( \delta_0(\sigma_{n-3} - \sigma_{n-2}) \) or \( \delta_0(\sigma_{n-1} - \sigma_n) \). It is left to the reader to complete the calculation of all the zeros.

Methods for determining the Wiener kernels \( k_n(t_1, \ldots, t_n) \) for an unknown system will be a major topic in Chapter 7. However, one way to find the Wiener kernels for a known system is to establish the relationship between the Wiener kernels and the Volterra kernels. Suppose a system is described by the Wiener orthogonal representation, and also by the symmetric-kernel Volterra series representation
\[
y(t) = \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} h_{nsym}(\sigma_1, \ldots, \sigma_n) u(t - \sigma_1) \cdots u(t - \sigma_n) d\sigma_1 \cdots d\sigma_n \\
(130)
\]
Of course, it should be noted that strong convergence properties of both representations are required before the two can be related. Thus, the following developments are fine for the polynomial system case, but must be qualified by convergence hypotheses to be taken as rigorous in the infinite series case.

**Theorem 5.3** Suppose a system is described by the Wiener orthogonal representation (110), (122), and by the symmetric Volterra system representation (130). Then the degree-\( N \) symmetric Volterra kernel is given by
\[
h_{Nsym}(t_1, \ldots, t_N) = \sum_{j=0}^{\infty} \frac{(-1)^j(N+2j)!A_j}{N!j!2^j j!} \int_{-\infty}^{\infty} k_{N+2j}(t_1, \ldots, t_N, \tau_1, \ldots, \tau_j, \tau_j) d\tau_1 \cdots d\tau_j \\
(131)
\]

**Proof** From (110) and (122), the Wiener representation for the system is
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The approach used in the following proof is to write out (131) for the symmetric Volterra kernel for the system.

To find an expression for $h_{N_{\text{sym}}}(t_1, \ldots, t_N)$, all terms of degree $N$ must be extracted. These terms are precisely those with $n - 2m = N$. Supposing first that $N$ is even, if $n - 2m = N$ then it is clear that $n$ must be even, and $n \geq N$. Thus the degree-$N$ terms in the Wiener representation are given by

$$
\sum_{n=N \atop n \text{ even}}^{\infty} \frac{(-1)^{n-N/2} N!A_j}{n!(n-N)/2!} \int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_N, \tau_1, \ldots, \tau_{n-N}, \tau_{n-N}/2) \, d\tau_1 \cdots d\tau_{n-N}/2 \cdot u(t-\sigma_1) \cdots u(t-\sigma_N) \, d\sigma_1 \cdots d\sigma_N
$$

To put this in a neater form, change the summation index $n$ to $j = (n-N)/2$. This gives

$$
\sum_{j=0}^{\infty} \frac{(-1)^j (N+2j)!A_j}{N!j!2^j} \int_{-\infty}^{\infty} k_{N+2j}(\sigma_1, \ldots, \sigma_N, \tau_1, \ldots, \tau_j, \tau_j) \, d\tau_1 \cdots d\tau_j \cdot u(t-\sigma_1) \cdots u(t-\sigma_N) \, d\sigma_1 \cdots d\sigma_N
$$

A very similar development for the case of $N$ odd leads to exactly the same expression for the degree-$N$ terms in the Wiener representation. Thus, it is clear that (131) gives the symmetric Volterra kernel for the system.

To express the Wiener kernels in terms of the symmetric Volterra kernels is a messier task. The approach used in the following proof is to write out (131) for the symmetric Volterra kernels $h_{N_{\text{sym}}}(t_1, \ldots, t_N)$, $h_{(N+2)_{\text{sym}}}(t_1, \ldots, t_N, \sigma_1, \sigma_1)$, $h_{(N+4)_{\text{sym}}}(t_1, \ldots, t_N, \sigma_1, \sigma_1, \sigma_2, \sigma_2)$, and so on. Then by tedious inspection it becomes clear that the Wiener kernel $k_N(t_1, \ldots, t_N)$ can be isolated using these expressions.

**Theorem 5.4** Suppose a system is described by the symmetric Volterra system representation (130), and by the Wiener orthogonal representation (110), (122). Then the degree-$N$ Wiener kernel is given by

$$
k_N(t_1, \ldots, t_N) = \sum_{j=0}^{\infty} \frac{(N+2j)!A_j}{N!j!2^j} \int_{-\infty}^{\infty} h_{(N+2j)_{\text{sym}}}(t_1, \ldots, t_N, \sigma_1, \sigma_1, \ldots, \sigma_j, \sigma_j) \, d\sigma_1 \cdots d\sigma_j
$$

(132)

**Proof** For convenience, let

$$
a(N, j) = \frac{(N+2j)!A_j}{N!j!2^j}
$$

Then (131) can be written as

$$
y(t) = \sum_{n=0}^{\infty} \sum_{m=0}^{[n/2]} \frac{(-1)^m n!A_m}{(n-2m)!m!2^m} \int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_{n-2m}, \tau_1, \ldots, \tau_m, \tau_m) \, d\tau_1 \cdots d\tau_m \cdot u(t-\sigma_1) \cdots u(t-\sigma_{n-2m}) \, d\sigma_1 \cdots d\sigma_{n-2m}
$$

To express the Wiener kernels in terms of the symmetric Volterra kernels is a messier task. The approach used in the following proof is to write out (131) for the symmetric Volterra kernels $h_{N_{\text{sym}}}(t_1, \ldots, t_N)$, $h_{(N+2)_{\text{sym}}}(t_1, \ldots, t_N, \sigma_1, \sigma_1)$, $h_{(N+4)_{\text{sym}}}(t_1, \ldots, t_N, \sigma_1, \sigma_1, \sigma_2, \sigma_2)$, and so on. Then by tedious inspection it becomes clear that the Wiener kernel $k_N(t_1, \ldots, t_N)$ can be isolated using these expressions.

**Theorem 5.4** Suppose a system is described by the symmetric Volterra system representation (130), and by the Wiener orthogonal representation (110), (122). Then the degree-$N$ Wiener kernel is given by

$$
k_N(t_1, \ldots, t_N) = \sum_{j=0}^{\infty} \frac{(N+2j)!A_j}{N!j!2^j} \int_{-\infty}^{\infty} h_{(N+2j)_{\text{sym}}}(t_1, \ldots, t_N, \sigma_1, \sigma_1, \ldots, \sigma_j, \sigma_j) \, d\sigma_1 \cdots d\sigma_j
$$

(132)

**Proof** For convenience, let

$$
a(N, j) = \frac{(N+2j)!A_j}{N!j!2^j}
$$

Then (131) can be written as
\[ h_{N_{sym}}(t_1, \ldots, t_N) = k_N(t_1, \ldots, t_N) + \sum_{j=1}^{\infty} (-1)^j a(N,j) \int_{-\infty}^{\infty} k_{N+2j}(t_1, \ldots, t_N, \tau_1, \ldots, \tau_j, \tau_j) \, d\tau_1 \cdots d\tau_j \]

and for \( k \geq 1, \)

\[ h_{(N+2k)_{sym}}(t_1, \ldots, t_N, \sigma_1, \sigma_1, \ldots, \sigma_k, \sigma_k) = k_{N+2k}(t_1, \ldots, t_N, \sigma_1, \ldots, \sigma_k, \sigma_k) \]

\[ + \sum_{j=1}^{\infty} (-1)^j a(N+2k,j) \int_{-\infty}^{\infty} k_{N+2k+2j}(t_1, \ldots, t_N, \sigma_1, \ldots, \sigma_k, \sigma_k, \tau_1, \ldots, \tau_j, \tau_j) \, d\tau_1 \cdots d\tau_j \]

Using some elementary manipulations and variable relabelings gives

\[ \int_{-\infty}^{\infty} h_{(N+2k)_{sym}}(t_1, \ldots, t_N, \tau_1, \ldots, \tau_k, \tau_k) \, d\tau_1 \cdots d\tau_k \]

\[ = \sum_{i=k}^{\infty} (-1)^{i-k} a(N+2k,i-k) \int_{-\infty}^{\infty} k_{N+2i}(t_1, \ldots, t_N, \tau_1, \ldots, \tau_i, \tau_i) \, d\tau_1 \cdots d\tau_i \]

Now, the right side of (132) can be written as

\[ h_{N_{sym}}(t_1, \ldots, t_N) + \sum_{k=1}^{\infty} a(N,k) \int_{-\infty}^{\infty} h_{(N+2k)_{sym}}(t_1, \ldots, t_N, \tau_1, \ldots, \tau_k, \tau_k) \, d\tau_1 \cdots d\tau_k \]

\[ = k_N(t_1, \ldots, t_N) + \sum_{j=1}^{\infty} (-1)^j a(N,j) \int_{-\infty}^{\infty} k_{N+2j}(t_1, \ldots, t_N, \tau_1, \ldots, \tau_j, \tau_j) \, d\tau_1 \cdots d\tau_j \]

\[ + \sum_{k=1}^{\infty} a(N,k) \sum_{i=k}^{\infty} (-1)^{i-k} a(N+2k,i-k) \int_{-\infty}^{\infty} k_{N+2i}(t_1, \ldots, t_N, \tau_1, \ldots, \tau_i, \tau_i) \, d\tau_1 \cdots d\tau_i \]

For the general term of the form

\[ \int_{-\infty}^{\infty} k_{N+2q}(t_1, \ldots, t_N, \tau_1, \tau_1, \ldots, \tau_q, \tau_q) \, d\tau_1 \cdots d\tau_q \]

with \( q \geq 1, \) the coefficient is

\[ (-1)^q a(N,q) + \sum_{k=1}^{q} (-1)^{q-k} a(N,k)a(N+2k,q-k) \]

Substituting the definition of \( a(N,j) \) and using simple identities shows that this coefficient is 0. Thus the proof is complete.

**Example 5.14** Consider the degree-3 polynomial system shown in Figure 5.2.
Figure 5.2. A degree-3 polynomial system.

The Wiener kernels are easily computed from the symmetric Volterra kernels

\[ h_1(t) = e^{-t} \delta_{-1}(t) \]

\[ h_{2\text{sym}}(t_1, t_2) = 0 \]

\[ h_{3\text{sym}}(t_1, t_2, t_3) = e^{-t_1} e^{-t_2} e^{-t_3} \delta_{-1}(t_1) \delta_{-1}(t_2) \delta_{-1}(t_3) \]

Using (132), there are only two nonzero Wiener kernels:

\[ k_1(t) = (1 + \frac{3A}{2})e^{-t} \delta_{-1}(t) \]

\[ k_3(t_1, t_2, t_3) = e^{-t_1} e^{-t_2} e^{-t_3} \delta_{-1}(t_1) \delta_{-1}(t_2) \delta_{-1}(t_3) \]

### 5.6 Remarks and References

**Remark 5.1** An introductory discussion of the impulse response of a homogeneous system can be found in


One area in which impulse inputs are of general interest is in impulse sampler models for sampled data systems. This subject is discussed in


Sampled-data and discrete-time systems will be treated in Chapter 6.

**Remark 5.2** The steady-state response of a homogeneous system to a sinusoidal input is briefly discussed in

J. Barrett, "The Use of Functionals in the Analysis of Nonlinear Physical Systems," 

The steady-state response of a nonlinear system to single- and multi-tone sinusoidal 
inputs, and the use of this response in electronic circuit analysis is the subject of 

J. Bussgang, L. Ehrman, J. Graham, "Analysis of Nonlinear Systems with Multiple Inputs," 

Many interesting examples and experimental results are included in this paper, and in 
other referenced reports by the authors. General formulas similar to those of Section 5.3 
for the response to multi-tone inputs are derived in 

E. Bedrosian, S. Rice, "The Output Properties of Volterra Systems (Nonlinear Systems 

For a recent book-length treatment at a more elementary level, see 


**Remark 5.3** The well known Manley-Rowe formulas are closely related to the topic of 
steady-state frequency response of a Volterra system. As originally developed in 1956, 
these formulas describe the constraints on power flow at various frequencies in a nonlinear 
capacitor. Since that time the formulas have been generalized to apply to a large class of 
nonlinear systems. See the following two books, the first of which is the more elementary. 


**Remark 5.4** The response of a nonlinear system to random inputs was the topic in which 
N. Wiener first used the Volterra representation for nonlinear systems. Wiener’s approach 
will be discussed further in Chapter 7 in the context of system identification. Material 
similar to that discussed in Section 5.4 is introduced in the report by George and the paper 
by Barrett cited above. The approach I have used follows 


This paper presents a derivation of the general formula for the cross-spectral density given
in (91), and a general reduction of the partial output power spectral density formula in (108).

A different approach can be found in the paper by Bedrosian and Rice mentioned in Remark 5.2. More general inputs such as a sum of sinusoidal and Gaussian signals also are considered by Bedrosian and Rice. Many related papers, and reprints of some papers cited above can be found in the collection


A derivation of the formula for the order-$n$ autocorrelation of a Gaussian random process can be found in


**Remark 5.5** A very important kind of Volterra system is a feedback system involving linear dynamic subsystems, and a static nonlinear element. When a Gaussian input process is applied to such a system, the description of the output statistics in terms of the given subsystems is a difficult problem. One approach, the so-called quasi-functional method, is discussed in


**Remark 5.6** The idea of using orthogonal representations for the response of a nonlinear system to a random input has been investigated from a number of different, though closely related, viewpoints. The work of Wiener on nonlinear systems dates back to a report that is difficult to obtain.


The most readily available account by Wiener is in a book of transcribed lectures:

The basic mathematical paper


develops the representation of a nonlinear functional acting on a white Gaussian process by using the orthogonality properties of Hermite polynomials. A related representation, with emphasis on nonlinear system theory, is discussed in the paper by Barrett cited in Remark 5.2, and in


Informative reviews of many aspects of these early contributions can be found in


A more recent paper on the Wiener representation is


This paper contains analyses of a number of delicate technical issues, particularly convergence properties. Finally, the Wiener representation is discussed in detail at an introductory level in


**Remark 5.7** Orthogonal representations have been developed for nonlinear functionals of Poisson and other, more general, stochastic processes. See


A general framework for orthogonal expansions is discussed in


The reader should be forewarned that further pursuit of the topics of Section 5.5 leads quickly into the theory of stochastic integrals and other stratospheric mathematical tools. The reference list of any of the papers cited above can serve as a launch pad.

### 5.7 Problems

5.1. For a degree-n homogeneous system described in terms of the regular kernel

\[ y(t) = \int_0^\infty h_{reg}(\sigma_1, \ldots, \sigma_n) u(t-\sigma_1-\cdots-\sigma_n) \cdots u(t-\sigma_n) \, d\sigma_1 \cdots d\sigma_n \]

find expressions for the response to the inputs \( u(t) = \delta_0(t) \) and \( u(t) = \delta_0(t) + \delta_0(t-T), \quad T > 0 \).

5.2. For the system shown below, find an expression for the steady-state response to \( u(t) = 2Acos(\omega t) \) in terms of the subsystem transfer functions.

5.3. Show that the steady-state response of a degree-n homogeneous system to the input \( u(t) = B + 2Acos(\omega t) \) can be written in the form

\[ y_{ss}(t) = \sum_{k=0}^{n} \binom{n}{k} B^{n-k} A^k \sum_{j=0}^{k} \binom{k}{j} H_{asym}(0, \ldots, 0; i\omega \ldots, i\omega; -i\omega \ldots, -i\omega) e^{i(2j-k)\omega t} \]

Notice that all of the first \( n \) harmonics of the input frequency are included, not just those of the same parity as \( n \).

5.4. Derive a formula for the steady-state response of a degree-n homogeneous system to a unit step function in terms of \( H_{sym}(s_1, \ldots, s_n) \) and in terms of \( H_{reg}(s_1, \ldots, s_n) \).

5.5. Find a necessary and sufficient condition that the frequencies in the two-tone steady-state response formula for a Volterra system be distinct for distinct values of \( M \) and \( N \).
5.6. Suppose that the input to a degree-2 homogeneous system is a real, stationary, zero-mean, white Gaussian random process with unit intensity. Show that

\[ R_{yy}(\tau) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_{sym}(\sigma_1, \sigma_1) h_{sym}(\sigma_2, \sigma_2) \, d\sigma_1 \, d\sigma_2 \\
+ 2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_{sym}(\tau + \sigma_1, \tau + \sigma_2) h_{sym}(\sigma_1, \sigma_2) \, d\sigma_1 \, d\sigma_2 \]

5.7. Suppose that \( u(t) \) is a stationary random input to a stationary, degree-n, homogeneous system. Show that if the input is applied at \( t = -\infty \), then the output random process is stationary.

5.8. For a stationary, zero-mean, Gaussian random process \( u(t) \) with autocorrelation \( R_{uu}(\tau) \), give an expression for \( R_{uu}^{(6)}(t_1, \ldots, t_6) \).

5.9. Express the result of Example 5.8 in terms of the symmetric system function.

5.10. Consider the modulation system diagramed below for the case where the message signal is \( u(t) = A_m \cos(\omega_m t), \ t \geq 0 \).

\[ \begin{array}{c}
\text{u} \\
\downarrow \frac{-1}{s} \\
\Pi \\
\downarrow A_c \sin(\omega_c t) \\
\downarrow \frac{-\omega_c}{s} \\
\Sigma \\
\downarrow y
\end{array} \]

Show that

\[ y(t) = A_c \cos(\omega_c t) + \frac{A_c A_m}{2\omega_m} \cos [(\omega_c + \omega_m) t] - \frac{A_c A_m}{2\omega_m} \cos [(\omega_c - \omega_m) t] - A_c \]

Neglecting the constant term, when \( A_m/A_c \ll 1 \) this is called a narrow-band FM signal with sinusoidal modulation. Show that the FM modulation system in Example 3.1 also can be used to generate such a signal.

5.11. Show that (83) can be written in the form

\[ S_{yu}(\omega) = \frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} \hat{S}_{yu}(\omega_1 - \alpha_2, \ldots, \omega_n - \alpha_{n+1}) \, d\alpha_2 \cdots d\alpha_{n+1} \]

and interpret this as an association-of-variables expression.

5.12. Suppose the input to a degree-n homogeneous system is real, stationary, zero-mean,
Gaussian noise with autocorrelation \( R_{uu}(\tau) \). Find an expression for the cross-correlation \( R_{yu}(\tau) \) in terms of the symmetric kernel.

5.13. Suppose a two-tone input is applied to a degree-\( n \) homogeneous system. Show that in the steady-state response the number of frequency terms \( e^{-j[w_1(t)+w_2(t)]} \), ignoring complex conjugates, is given by the number of integers \( M \) and \( N \) satisfying
\[
\text{parity} |M + N| = \text{parity} n, \quad |M| + |N| \leq n
\]

5.14. Use (132) to derive the following relationship between the Wiener system function \( K_N(\omega_1, \ldots, \omega_N) = F[k_N(t_1, \ldots, t_N)] \) and the symmetric (Volterra) system functions \( H_{n\text{sym}}(\omega_1, \ldots, \omega_n) \).

\[
K_N(\omega_1, \ldots, \omega_N) = \sum_{j=0}^{n+2} \frac{(N+2j)!A_j}{N!j!2^j(2\pi)^j} \int_{-\infty}^{\infty} H_{(N+2j)\text{sym}}(\omega_1, \ldots, \omega_N, \gamma_1, -\gamma_1, \ldots, \gamma_j, -\gamma_j) d\gamma_1 \cdots d\gamma_j
\]

(Hint: Follow the familiar strategy of inverse transform, manipulation, transform.)

5.15. For the bilinear state equation
\[
\dot{x}(t) = Ax(t) + Dx(t)u(t) + bu(t) \\
y(t) = cx(t)
\]
show that if \( D^2 = 0 \) and \( Db = 0 \), then the Wiener kernels for the system are identical to the symmetric Volterra kernels.

5.16. Prove that \( E[G_n[k_n,u(t+\tau)]G_n[k_n,u(t)]] \) in (128) can be written in terms of the Wiener system function (Problem 5.14) as
\[
E[G_n[k_n,u(t+\tau)]G_n[k_n,u(t)]] = \frac{n!A^n}{(2\pi)^n} \int_{-\infty}^{\infty} |K_n(\omega_1, \ldots, \omega_n)|^2 e^{-j(\omega_1 + \cdots + \omega_n)\tau} d\omega_1 \cdots d\omega_n
\]

5.17. Suppose a Volterra system is described by the regular kernels \( h_{n\text{reg}}(t_1, \ldots, t_n) \), \( n = 1, 2, \ldots \). For a Gaussian white noise input with intensity \( P \), show that the output expectation is
\[
E[y(t)] = \sum_{n=1}^{\infty} P^n \int_{0}^{\infty} h_{2n\text{reg}}(0,0,0,0,\ldots,0,\sigma_n) d\sigma_1 \cdots d\sigma_n
\]

5.18. Suppose the bilinear state equation \((A,D,b,c,R^m)\) is driven by Gaussian white noise with intensity \( P \). Use Problem 5.17 to show that
\[
E[y(t)] = -Pc (A + PD^2)^{-1} Db
\]
Discuss the conditions under which this result is meaningful.
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CHAPTER 6

DISCRETE-TIME SYSTEMS

Most of the nonlinear system theory that has been discussed so far for continuous-time systems can be developed for discrete-time systems. There are differences, of course, but these mostly are differences in technical detail or interpretation of the results. The situation is similar to the linear case where the continuous- and discrete-time theories look much the same.

In this chapter I will discuss briefly the salient features of Volterra series methods for discrete-time nonlinear systems. For simplicity only stationary systems will be considered. Special attention will be devoted to points where the discrete- and continuous-time theories differ, and much of the rather routine transcription of results will be left to the reader. In addition, two new classes of systems will be discussed: bilinear input/output systems, and two-dimensional linear systems. While the general classes of multilinear input/output systems and multidimensional linear systems are of interest in their own right, the simplest cases of each are introduced here to demonstrate the similarity in representations and analysis methods to the now familiar class of homogeneous systems.

6.1 Input/Output Representations in the Time Domain

Consider a discrete-time system representation of the form

\[ y(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h(i_1, \ldots, i_n) u(k-i_1) \cdots u(k-i_n), \quad k = 0, 1, 2, \ldots \]  

(1)

The input signal \( u(k) \) and output signal \( y(k) \) are real sequences that are assumed to be zero for \( k < 0 \). The kernel \( h(i_1, \ldots, i_n) \) is real, and equal to zero if any argument is negative. It is a simple matter to verify that a system described by (1) is stationary, causal, and degree-\( n \) homogeneous. The upper limits on the summations can be lowered to \( k \), but infinite upper limits are retained for notational simplicity.

Since for any \( k \), \( y(k) \) in (1) is given by a finite summation, there is no need even to mention technical hypotheses. In other words, issues like continuity and integrability in the continuous-time case do not arise in regard to the representation in (1). Also, notice
that direct transmission terms are explicitly displayed in (1), and there is no need to consider impulsive kernels. For example, if

\[ h(i_1, \ldots, i_n) = \begin{cases} 1, & i_1 = \cdots = i_n = 0 \\ 0, & \text{otherwise} \end{cases} \]

then the system can be written in the form

\[ y(k) = u^n(k), \quad k = 0, 1, 2, \cdots \]

The familiar sum-over-permutations argument shows that the kernel in (1) can be replaced by the symmetric kernel

\[ h_{\text{sym}}(i_1, \ldots, i_n) = \frac{1}{n!} \sum_{\pi(.)} h(i_{\pi(1)}, \ldots, i_{\pi(n)}) \]

without loss of generality. (Recall that the summation is over all \( n! \) permutations of 1, 2, \ldots, \( n \).) From the symmetric kernel representation, a triangular kernel can be defined. However, some care is required because it cannot be argued that values of the kernel at particular arguments do not contribute to the sum, as was done for the integral of nonimpulsive kernels in the continuous-time case. That is, the values of the triangular kernel at boundary points of the triangular domain must be adjusted appropriately. One way to do this adjustment is to use the notation

\[ h_{\text{tri}}(i_1, \ldots, i_n) = h_{\text{sym}}(i_1, \ldots, i_n) \delta_{-1}(i_1-i_2, i_2-i_3, \ldots, i_{n-1}-i_n) \]

where the special multivariable step function is defined by

\[ \delta_{-1}(i_1, \ldots, i_{n-1}) = \begin{cases} 0, & \text{if any } i_j < 0 \\ 1, & i_1 = \cdots = i_{n-1} = 0 \\ \vdots \\ \frac{n!}{m_1! \cdots m_j!}, & i_1 = \cdots = i_{m_1-1} = 0, \ldots, \\ \vdots \\ n!, & i_1, \ldots, i_{n-1} > 0 \end{cases} \]

It is easy to verify that when \( n = 2 \) this setup yields consistent results in going from the symmetric kernel to the triangular kernel using (3), and then from the triangular kernel back to the symmetric kernel using (2). The higher-degree cases are less easy, but still straightforward. The uncircumflexed notation will be retained for the more traditional step function:

\[ \delta_{-1}(k) = \begin{cases} 1, & k = 0, 1, 2, \cdots \\ 0, & k < 0 \end{cases} \]
The third special form is the regular kernel representation. Starting with the triangular kernel representation,

\[ y(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{\text{tri}}(i_1, \ldots, i_n) u(k-i_1) \cdots u(k-i_n) \]  

(5)

a simple change of variables argument gives

\[ y(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{\text{reg}}(i_1, \ldots, i_n) u(k-i_1-\cdots-i_n) \cdots u(k-i_n) \]  

(6)

where

\[ h_{\text{reg}}(i_1, \ldots, i_n) = h_{\text{tri}}(i_1 + \cdots + i_n, i_1 + \cdots + i_n, \ldots, i_n) \]

(7)

Notice again that the upper limits of the summations in (5) and (6) can be replaced by finite quantities. But that makes the notation more complicated, so just as in the continuous-time case the infinities are used.

Although only stationary systems will be considered, general representations of the form

\[ y(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h(k, i_1, \ldots, i_n) u(i_1) \cdots u(i_n) \]  

(8)

will arise. It is natural to follow the continuous-time case and call a kernel \( h(k, i_1, \ldots, i_n) \) stationary if

\[ h(0, i_1-k, \ldots, i_n-k) = h(k, i_1, \ldots, i_n) \]  

(9)

If this relationship holds, then setting

\[ g(i_1, \ldots, i_n) = h(0, -i_1, \ldots, -i_n) \]

(10)

yields the representation

\[ y(k) = \sum_{i_1=0}^{k} \cdots \sum_{i_n=0}^{k} g(k-i_1, \ldots, k-i_n) u(i_1) \cdots u(i_n) \]  

(11)

which is equivalent to (8) since

\[ g(k-i_1, \ldots, k-i_n) = h(0, i_1-k, \ldots, i_n-k) = h(k, i_1, \ldots, i_n) \]  

(12)

A simple change of variables permits rewriting (11) in the form

\[ y(k) = \sum_{j_1=0}^{k} \cdots \sum_{j_n=0}^{k} g(j_1, \ldots, j_n) u(k-j_1) \cdots u(k-j_n) \]  

(13)

that is, in the form of (1).
With these basic representations in hand, the description of polynomial and Volterra systems is simply a matter of finite and infinite sums of homogeneous terms. Of course, the convergence issue becomes important for Volterra systems, but the basic approaches to convergence in the continuous-time case carry over directly. The topic of interconnections of discrete-time homogeneous, polynomial, or Volterra systems will not be discussed since the developments are easily transcribed from Section 1.4.

6.2 Input/Output Representations in the Transform Domain

For an \( n \)-variable function \( f(i_1, \ldots, i_n) \) that is zero if any of the integers \( i_1, \ldots, i_n \) is negative, that is, a one-sided function, the \( n \)-variable \( z \)-transform is defined by

\[
F(z_1, \ldots, z_n) = \mathcal{Z}[f(i_1, \ldots, i_n)] = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} f(i_1, \ldots, i_n) z_1^{-i_1} \cdots z_n^{-i_n}
\]

This can be viewed as a nonpositive power series in the complex variables \( z_1, \ldots, z_n \), in which case convergence conditions must be included. However, for the functions that will be considered here (just as for the functions typically considered in discrete-time linear system theory) convergence regions always exist. Therefore, I will be very casual in this regard. Actually, (14) can be viewed as an algebraic object (formal series) in \( n \) indeterminates, in which case the question of convergence does not arise. While this, perhaps more sophisticated, viewpoint can be used to establish most of the results to be discussed, I will retain the more classical interpretation.

Example 6.1  Reminiscent of Example 2.1, consider the function

\[
f(i_1, i_2) = i_1 - i_1 \lambda^{-i_2}, \quad i_1, i_2 \geq 0
\]

where \( \lambda \) is a constant. The \( z \)-transform of this function can be computed from the basic definition by writing

\[
F(z_1, z_2) = \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} (i_1 - i_1 \lambda^{-i_2}) z_1^{-i_1} z_2^{-i_2}
\]

\[
= \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} i_1 z_1^{-i_1} z_2^{-i_2} - \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} i_1 \lambda^{-i_2} z_1^{-i_1} z_2^{-i_2}
\]

\[
= (\sum_{i_1=0}^{\infty} i_1 z_1^{-i_1})(\sum_{i_2=0}^{\infty} z_2^{-i_2}) - (\sum_{i_1=0}^{\infty} i_1 z_1^{-i_1})(\sum_{i_2=0}^{\infty} \lambda^{-i_2} z_2^{-i_2})
\]

Summing each infinite series (or recalling single-variable \( z \)-transforms), it is clear that
A careful look at the definition (14) and the calculations in Example 6.1 indicates immediately a couple of properties of the $z$-transform. These and other properties listed below are very similar in nature to properties of the Laplace transform, and the general proofs are easy. All functions are assumed to be one-sided, and the capital-letter notation is retained for the $z$-transform.

**Theorem 6.1** The $z$-transform is linear:
\[
Z[f(i_1, \ldots, i_n) + g(i_1, \ldots, i_n)] = F(z_1, \ldots, z_n) + G(z_1, \ldots, z_n)
\]
\[
Z[\alpha f(i_1, \ldots, i_n)] = \alpha F(z_1, \ldots, z_n), \text{ for scalar } \alpha
\]  

**Theorem 6.2** If $f(i_1, \ldots, i_n)$ can be written as a product of two factors
\[
f(i_1, \ldots, i_n) = h(i_1, \ldots, i_k)g(i_{k+1}, \ldots, i_n)
\]  
then
\[
F(z_1, \ldots, z_n) = H(z_1, \ldots, z_k)G(z_{k+1}, \ldots, z_n)
\]  

**Theorem 6.3** If $f(i_1, \ldots, i_n)$ is given by the single-variable convolution
\[
f(i_1, \ldots, i_n) = \sum_{j=0}^{\infty} h(j)g(i_1 - j, \ldots, i_n - j)
\]  
then
\[
F(z_1, \ldots, z_n) = H(z_1 \cdot \cdot \cdot z_n)G(z_1, \ldots, z_n)
\]  

**Theorem 6.4** If $f(i_1, \ldots, i_n)$ is given by the $n$-fold convolution
\[
f(i_1, \ldots, i_n) = \sum_{j_1=0}^{\infty} \cdots \sum_{j_n=0}^{\infty} h(j_1, \ldots, j_n)g(i_1 - j_1, \ldots, i_n - j_n)
\]  
then
\[
F(z_1, \ldots, z_n) = H(z_1, \ldots, z_n)G(z_1, \ldots, z_n)
\]  

**Theorem 6.5** If $I_1, \ldots, I_n$ are nonnegative integers, then
The basic formula for the inverse \( z \)-transform is a multivariable contour integration:

\[
f(i_1, \ldots, i_n) = \frac{1}{(2\pi i)^n} \oint_{\Gamma_1} \ldots \oint_{\Gamma_n} F(z_1, \ldots, z_n) \frac{z_1^{i_1-1} \cdots z_n^{i_n-1}}{z_1 \cdots dz_n} d\tau_1 \cdots d\tau_n
\]

where each \( \Gamma_j \) is an appropriate contour in the \( z_j \) complex plane. For reasons that should be obvious, this formula is difficult to use. An alternative approach is to obtain the values of \( f(i_1, \ldots, i_n) \) as the coefficients in the series expansion of \( F(z_1, \ldots, z_n) \) into nonpositive powers of \( z_1, \ldots, z_n \). If \( F(z_1, \ldots, z_n) \) is a rational function, this series expansion can be simply a matter of division of the numerator polynomial by the denominator polynomial. But I should point out that some care must be exercised, because not every rational function corresponds to a \( z \)-transform. The distinction is that a \( z \)-transform must correspond to a nonpositive power series. Requiring a rational function to be proper or strictly proper is not a remedy.

**Example 6.2** The rational function

\[
F(z_1, z_2) = \frac{1}{z_1 + z_2}
\]

is not a \( z \)-transform since division gives

\[
\frac{1}{z_1 + z_2} = z_1^{-1} - z_1^{-2}z_2 + z_1^{-3}z_2^{-2} - \cdots
\]

or

\[
\frac{1}{z_1 + z_2} = z_2^{-1} - z_1z_2^{-2} - z_1^2z_2^{-3} - \cdots
\]

neither of which can be written as a nonpositive power series. On the other hand,

\[
F(z_1, z_2) = \frac{z_1z_2}{z_1z_2-1}
\]

is a \( z \)-transform since it corresponds to the nonpositive power series

\[
F(z_1, z_2) = 1 + z_1^{-1}z_2^{-1} + z_1^{-2}z_2^{-2} + \cdots
\]

The corresponding function can be written as

\[
f(i_1, i_2) = \begin{cases} 1, & i_1 = i_2 = 0,1,2, \cdots \\ 0, & \text{otherwise} \end{cases}
\]

The \( z \)-transform representation is used for degree-\( n \) homogeneous systems in just the same way that the Laplace transform is used in the continuous-time case. A transfer
function for a degree-$n$ homogeneous discrete-time system is defined as the $z$-transform of a kernel for the system. For example, the symmetric transfer function is

$$H_{\text{sym}}(z_1, \ldots, z_n) = Z[h_{\text{sym}}(i_1, \ldots, i_n)] \quad (24)$$

Unfortunately, though probably not unexpectedly, to represent the input/output relation (1) directly in terms of $U(z)$, $Y(z)$, and $H_{\text{sym}}(z_1, \ldots, z_n)$ seems to be impossible. The usual device is to write (1) as the pair of equations:

$$y_n(k_1, \ldots, k_n) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{\text{sym}}(i_1, \ldots, i_n)u(k_1-i_1) \cdots u(k_n-i_n)$$

$$y(k) = y_n(k_1, \ldots, k_n) \big|_{k_1=\ldots=k_n=k} \quad (25)$$

Then Theorem 6.4 permits rewriting the first equation in the form

$$Y_n(z_1, \ldots, z_n) = H_{\text{sym}}(z_1, \ldots, z_n)U(z_1) \cdots U(z_n) \quad (26)$$

while the second equation is an association of variables that involves contour integrations of the form

$$Y(z) = \frac{1}{(2\pi i)^{n-1}} \int_{\Gamma_1} \cdots \int_{\Gamma_{n-1}} \frac{Y_n(z_1, \ldots, z_n)}{z_1 \cdots z_{n-1}} \, dz_1 \cdots dz_{n-1} \quad (27)$$

The representation of (1) in terms of the triangular transfer function takes the same form.

In the case of the regular transfer function, the formulas in (25) and (26) do not directly apply. However, by suitably restricting the class of input signals, a much more explicit formula can be derived. This result is similar to Theorem 2.10, although I will present it in detail with a proof that is much different from that in the continuous-time case, and that requires no hypotheses on the form of the regular transfer function.

The first step is to establish a basic expression for the $z$-transform of the input/output expression (6). Write the regular transfer function

$$H_{\text{reg}}(z_1, \ldots, z_n) = Z[h_{\text{reg}}(i_1, \ldots, i_n)] \quad (28)$$

in the form

$$H_{\text{reg}}(z_1, \ldots, z_n) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-1}=0}^{\infty} H_{i_1 \cdots i_{n-1}}(z_n)z_1^{-i_1} \cdots z_{n-1}^{-i_{n-1}} \quad (29)$$

where each $H_{i_1 \cdots i_{n-1}}(z_n)$ is defined according to

$$H_{i_1 \cdots i_{n-1}}(z_n) = \sum_{i_n=0}^{\infty} h_{\text{reg}}(i_1, \ldots, i_n)z_n^{-i_n} \quad (30)$$

Lemma 6.1 The $z$-transform of the output of a degree-$n$ homogeneous, discrete-time system can be written in the form
Theorem 6.6 Suppose a degree-n homogeneous, discrete-time system is described by the regular transfer function \( H_{\text{reg}}(z_1, \ldots, z_n) \), and the input is of the form

\[
U(z) = \sum_{j=1}^{m} \frac{a_j z}{z - \lambda_j}, \quad \lambda_j \neq 0, \quad j = 1, \ldots, m
\]  

(32)

Then

\[
Y(z) = \sum_{j_1=1}^{m} \cdots \sum_{j_{n-1}=1}^{m} a_{j_1} \cdots a_{j_{n-1}} H_{\text{reg}}(\frac{z}{\lambda_{j_1} \cdots \lambda_{j_{n-1}}}, \frac{z}{\lambda_{j_2} \cdots \lambda_{j_{n-1}}}, \ldots, \frac{z}{\lambda_{j_{n-1}}}, z) U(\frac{z}{\lambda_{j_1} \cdots \lambda_{j_{n-1}}})
\]  

(33)

Proof The \( z \)-transform in (32) clearly corresponds to the input signal

\[
u(k) = \sum_{j=1}^{m} a_j \lambda_j^k, \quad k = 0, 1, \cdots
\]
For example, if \( H_{\text{reg}} \) is somewhat messy in appearance, the calculation of system responses is relatively straightforward. For example, if \( H_{\text{reg}}(z_1, \ldots, z_n) \) is proper rational, then \( Y(z) \) also will be proper rational, and partial fraction expansion can be used to compute \( y(k) \).

Now replace the index \( k \) by \( r = k - i_1 - \cdots - i_{n-1} \) to obtain

\[
Y(z) = \sum_{j_1=1}^{m} \cdots \sum_{j_{n-1}=1}^{m} a_{j_1} \cdots a_{j_{n-1}} \sum_{r=0}^{\infty} \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-1}=0}^{\infty} H_{\text{reg}}(z_1^{i_1} \cdots z_n^{i_{n-1}}, \frac{z}{\lambda_1} \cdots \frac{z}{\lambda_{j_{n-1}}}) U(\frac{z}{\lambda_1} \cdots \frac{z}{\lambda_{j_{n-1}}})
\]

Theorem 6.6 is general enough to cover a wide range of situations, and, although somewhat messy in appearance, the calculation of system responses is relatively straightforward. For example, if \( H_{\text{reg}}(z_1, \ldots, z_n) \) is proper rational, then \( Y(z) \) also will be proper rational, and partial fraction expansion can be used to compute \( y(k) \).

Before leaving the topic of transform representations, I should point out a few simple relationships between the various transfer functions. Using (7), and a simple change of variables,

\[
H_{\text{reg}}(z_1, \ldots, z_n) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{\text{tr}}(i_1 + \cdots + i_n, \frac{z_1^{i_1}}{z_1}, \ldots, \frac{z_n^{i_n}}{z_n})
\]

This relationship is easily inverted to obtain

\[
H_{\text{tr}}(z_1, \ldots, z_n) = H_{\text{reg}}(z_1, z_1 z_2, \ldots, z_1 \cdots z_n)
\]

It is much messier to consider the symmetric transfer function. A basic relationship implied by (2) is
\[ H_{\text{sym}}(z_1, \ldots, z_n) = \frac{1}{n!} \sum_{\pi} H_{\text{tri}}(z_{\pi(1)}, \ldots, z_{\pi(n)}) \]

Therefore

\[ H_{\text{sym}}(z_1, \ldots, z_n) = \frac{1}{n!} \sum_{\pi} H_{\text{reg}}(z_{\pi(1)}, z_{\pi(2)} \ldots, z_1 \ldots z_n) \]

To compute \( H_{\text{reg}} \) or \( H_{\text{tri}} \) from \( H_{\text{sym}} \), it seems that the best way to proceed is to find the symmetric kernel, use (3) or (7) to obtain the regular or triangular kernel, and then compute the \( z \)-transform. This is an unpleasant prospect at best, but there are some tricks that can be used in simple cases.

**Example 6.3** For the \( n = 2 \) case,

\[ H_{\text{sym}}(z_1, z_2) = \frac{1}{2} H_{\text{reg}}(z_1, z_1 z_2) + \frac{1}{2} H_{\text{reg}}(z_2, z_1 z_2) \]

\[ = \frac{1}{2} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{\text{reg}}(i_1, i_2) z_1^{-i_1} (z_1 z_2)^{-i_2} \]

\[ + \frac{1}{2} \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{\text{reg}}(i_1, i_2) z_2^{-i_2} (z_1 z_2)^{-i_2} \]

Thus, a simple change of variables gives

\[ 2H_{\text{sym}}(z_1, z_2/z_1) = \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{\text{reg}}(i_1, i_2) z_1^{-i_1} z_2^{-i_2} \]

\[ + \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{\text{reg}}(i_1, i_2) z_1^{-i_1} z_2^{-i_2} \]

Clearly, the first term on the right side is \( H_{\text{reg}}(z_1, z_2) \), while the second term contains only positive powers of \( z_1 \) plus \( 1/2 \) of each \( z_1^0 \) term in \( 2H_{\text{sym}}(z_1, z_2/z_1) \). Thus, \( H_{\text{reg}}(z_1, z_2) \) can be obtained by dividing out \( 2H_{\text{sym}}(z_1, z_2/z_1) \), deleting all terms involving positive powers of \( z_1 \), and multiplying each \( z_1^0 \) term by \( 1/2 \). For the particular case

\[ H_{\text{sym}}(z_1, z_2) = \frac{z_1 z_2}{z_1 z_2 - 1} \]

changing variables and dividing gives

\[ 2H_{\text{sym}}(z_1, z_2/z_1) = \frac{2z_2}{z_2 - 1} = 2(1 + z_2^{-1} + z_2^{-2} + \cdots) \]

Then, since the complete series is composed of \( z_1^0 \) terms,
\[ H_{reg}(z_1, z_2) = 1 + z_2^{-1} + z_2^{-2} + \cdots = \frac{z_2}{z_2 - 1} \]

6.3 Obtaining Input/Output Representations from State Equations

All of the methods discussed in Chapter 3 can be adapted to the discrete-time case with relatively little change. Rather than fill several pages by doing this, I will concentrate on a judicious combination of the variational equation method and the Carleman linearization method, and consider a general class of state equations at the outset. As mentioned before, a nice feature of the discrete-time case is that the issue of impulsive kernels does not arise. That is, direct transmission terms are naturally included in the discrete-time input/output representation. However, the reader will notice that these terms do complicate considerably the general forms for the kernels.

State equations of the form
\[
\begin{align*}
  x(k+1) &= f[x(k), u(k)], \quad k = 0, 1, \cdots \\
  y(k) &= h[x(k), u(k)]
\end{align*}
\] (34)

will be treated, where \( x(k) \) is \( n \times 1 \) and \( u(k) \) and \( y(k) \) are scalars. It is assumed that the initial state is \( x(0) = 0 \), that \( f(0,0) = 0 \), and that \( h(0,0) = 0 \). This is done for simplicity, though if \( x(0) = x_0 \neq 0 \), and \( f(x_0,0) = x_0 \), then \( x_0 \) is an equilibrium state and a simple variable change can be used to obtain the zero-initial-state formulation. (If \( x_0 \) is not an equilibrium state, then more subtle machinations are required to recast the problem into the form considered here.)

The final assumption on (34) is that the functions \( f(x,u) \) and \( h(x,u) \) are such that they can be represented using a Taylor’s formula about \( x = 0, u = 0 \) of order sufficient to permit calculating the polynomial input/output representation to the degree desired. Then the given state equation can be replaced by an approximating state equation of the form
\[
\begin{align*}
  x(k+1) &= \sum_{i=0}^{N} \sum_{j=0}^{N} F_{ij} x^{(i)}(k) u^j(k), \quad F_{00} = 0 \\
  y(k) &= \sum_{i=0}^{N} \sum_{j=0}^{N} H_{ij} x^{(i)}(k) u^j(k), \quad H_{00} = 0
\end{align*}
\] (35)

where \( x^{(i)}(0) = 0, \ i = 1, \ldots, N \), and the standard Kronecker product notation is used. Just as in the continuous-time case, the crucial fact is that the kernels through degree \( N \) corresponding to (35) will be identical to the kernels through degree \( N \) corresponding to (34). (The reader well versed in Chapter 3 will notice that the upper limits on the sums in (35) need not be taken too seriously. There are a number of terms in (35) which will not contribute to the degree-\( N \) polynomial representation.)
The next step is to develop difference equations for $x^{(2)}(k)$, $x^{(3)}(k)$, and so forth, corresponding to the difference equation for $x(k)$ in (35). This is a simple matter in principle, though the form of the equation is different from the continuous-time case because no product rule is involved in expressing $x^{(j)}(k+1)$ in terms of $x^{(j-1)}(k+1)$. For example, the difference equation for $x^{(2)}(k)$ is given by

$$x^{(2)}(k+1) = x(k+1) \otimes x(k+1)$$

Using implicit summation, this will result in a difference equation of the form

$$x^{(2)}(k+1) = \sum_{i,j \geq 0} \sum_{k+q = i} \sum_{m+n = j} F_{km} \otimes F_{qn} x^{(i)}(k)u^{(j)}(k)$$

where the initial condition is $x^{(2)}(0) = 0$. This equation has the same form as the difference equation for $x(k)$ in (35), and it should be clear that the equations for $x^{(3)}(k)$, $x^{(4)}(k)$, \ldots will also. Now, set

$$x^{\otimes}(k) = \begin{bmatrix} x^{(1)}(k) \\ \vdots \\ x^{(N)}(k) \end{bmatrix}$$

This leads to an approximating equation through degree $N$ in the so-called state-affine form

$$x^{\otimes}(k+1) = \sum_{i=0}^{N-1} A_i x^{\otimes}(k)u^{i}(k) + \sum_{i=1}^{N} b_i u^{i}(k) , \quad x^{\otimes}(0) = 0$$

$$y(k) = \sum_{i=0}^{N-1} c_i x^{\otimes}(k)u^{i}(k) + \sum_{i=1}^{N} d_i u^{i}(k)$$

where the upper limits in the summations are chosen to include the terms needed to compute kernels of degree $\leq N$. Of course, the dimension of this state equation is quite high, but for a general derivation this is less of a problem than the plethora of terms. Notice that a bilinear discrete-time state equation is a pleasingly simple case.

To solve the state-affine difference equation in (39), I will use the variational equation method, and drop the now superfluous Kronecker symbol. The procedure is to assume an input signal of the form $\alpha u(k)$, $\alpha$ an arbitrary real number, and a solution of the form

$$x(k) = \alpha x_1(k) + \alpha^2 x_2(k) + \alpha^3 x_3(k) + \cdots$$

Substituting into the state equation and equating the coefficients of like powers of $\alpha$ yields the variational equations
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\[ x_1(k+1) = A_0x_1(k) + b_1u(k), \quad x_1(0) = 0 \]
\[ x_2(k+1) = A_0x_2(k) + A_1x_1(k)u(k) + b_2u^2(k), \quad x_2(0) = 0 \]
\[ x_3(k+1) = A_0x_3(k) + A_1x_2(k)u(k) + A_2x_1(k)u^2(k) + b_3u^3(k), \quad x_3(0) = 0 \]
\[ \vdots \]
\[ x_N(k+1) = \sum_{i=0}^{N-1} A_ix_N-i(k)u^i(k) + b_Nu^N(k), \quad x_N(0) = 0 \] (41)

These equations can be solved easily, and writing the solutions recursively gives (for \( k > 0 \))
\[ x_1(k) = \sum_{i=0}^{k-1} A_0^{k-1-i}b_1u(i) \]
\[ x_2(k) = \sum_{i=0}^{k-1} A_0^{k-1-i}[A_1x_1(i)u(i) + b_2u^2(i)] \]
\[ x_3(k) = \sum_{i=0}^{k-1} A_0^{k-1-i}[A_1x_2(i)u(i) + A_2x_1(i)u^2(i) + b_3u^3(i)] \]
\[ \vdots \]
\[ x_N(k) = \sum_{i=0}^{k-1} A_0^{k-1-i}[\sum_{j=1}^{N-1} A_jx_N-j(i)u^j(i) + b_Nu^N(i)] \] (42)

Unraveling this recursive set yields rather complicated solution formulas for the variational equations. The first three expressions are listed below.
\[ x_1(k) = \sum_{i_1=0}^{k-1} A_0^{k-1-i_1}b_1u(i_1) \]
\[ x_2(k) = \sum_{i_1=0}^{k-1} \sum_{i_2=0}^{i_1-1} A_0^{k-1-i_1}A_1A_0^{i_1-1-i_2}b_1u(i_1)u(i_2) + A_0^{k-1-i_1}b_2u^2(i_1) \]
\[ x_3(k) = \sum_{i_1=0}^{k-1} \sum_{i_2=0}^{i_1-1} \sum_{i_3=0}^{i_2-1} A_0^{k-1-i_1}A_1A_0^{i_1-1-i_2}A_1A_0^{i_2-1-i_3}b_1u(i_1)u(i_2)u(i_3) \]
\[ + A_0^{k-1-i_1}A_1A_0^{i_1-1-i_2}b_2u(i_1)u^2(i_2) + A_0^{k-1-i_1}A_2A_0^{i_1-1-i_2}b_1u^2(i_1)u(i_2) \]
\[ + A_0^{k-1-i_1}b_3u^3(i_1) \] (43)
Before proceeding to a general result, it is convenient to convert the first two solution expressions in (43) to the regular form. Of course, a vector kernel for \( x_1(k) \) is easy to describe in regular form. Write

\[
x_1(k) = \sum_{i_1=1}^{k} A_0^{i_1-1} b_1 u(k-i_1) = \sum_{i_1=0}^{k} g(i_1) u(k-i_1)
\]

(44)

where, using a step function to indicate \( g(0) = 0 \),

\[
g(i_1) = A_0^{i_1-1} b_1 \delta_{-1}(i_1-1)
\]

(45)

Now, \( x_2(k) \) can be written in the triangular, vector-kernel expression

\[
x_2(k) = \sum_{i_1=0}^{i_1} \sum_{i_2=0}^{i_2} w_{tri}(k,i_1,i_2) u(i_1) u(i_2)
\]

where

\[
w_{tri}(k,i_1,i_2) = \begin{cases} A_0^{k-i_1} A_0^{i_1-i_2} b_1, & k > i_1 > i_2 \geq 0 \\ A_0^{k-i_1} b_2, & k > i_1 = i_2 \geq 0 \\ 0, & \text{otherwise} \end{cases}
\]

(46)

Or, using unit step and unit pulse functions,

\[
w_{tri}(k,i_1,i_2) = A_0^{i_1} A_0^{i_2} b_1 \delta_{-1}(k-i_1) \delta_{-1}(i_1-i_2)
\]

(47)

To check stationarity, note that

\[
w_{tri}(0,0) = w_{tri}(k,i_1,i_2)
\]

so a triangular kernel in stationary form is

\[
g_{tri}(i_1,i_2) = w_{tri}(0,0,i_1,i_2)
\]

(48)

Over the first triangular domain, the triangular kernel is

\[
g_{tri}(i_1,i_2) = A_0^{i_1} A_0^{i_2} b_1 \delta_{-1}(i_1-i_2) \delta_{-1}(i_1-i_2)
\]

(49)

so that the regular kernel is given by
\[ g_{reg}(i_1, i_2) = g_{tr}(i_1 + i_2, i_2) = A_0^{i_2-1} A_1^{i_2-1} b_2 \delta_{i_2-1}(i_1-1) + A_0^{i_2-1} b_1 \delta_{i_2-1}(i_1-1) \delta_0(i_1) \] 

for \( i_1, i_2 \geq 0 \).

Taking into account the output equation in (39), it is clear that the degree-2 term, \( y_2(k) \), in the output is given by

\[ y_2(k) = c_0x_2(k) + c_1x_1(k)u(k) + d_2u^2(k) \]

\[ = \sum_{i_1=0}^{k} \sum_{i_2=0}^{k} c_0 g_{reg}(i_1, i_2) u(k-i_1-i_2) u(k-i_2) + \sum_{i_1=0}^{k} c_1 g(i_1) u(k-i_1) u(k) + d_2 u^2(k) \]

\[ = \sum_{i_1=0}^{k} \sum_{i_2=0}^{k} h_{reg}(i_1, i_2) u(k-i_1-i_2) u(k-i_2) \] (51)

where, from (45) and (50),

\[ h_{reg}(i_1, i_2) = \begin{cases} 
  d_2, & i_1 = i_2 = 0 \\
  c_0 A_0^{i_1-1} b_1, & i_1 > 0, i_2 = 0 \\
  c_0 A_0^{i_2-1} b_2, & i_1 = 0, i_2 > 0 \\
  c_0 A_0^{i_2-1} A_1 A_0^{i_1-1} b_1, & i_1, i_2 > 0 
\end{cases} \] (52)

To perform this calculation in general is a very messy exercise in the manipulation of summations and indices. Therefore, I will omit the details and simply present the result. The degree-\( n \) regular kernel corresponding to the state-affine state equation (39) is given by

\[ h_{reg}(i_1, \ldots, i_n) = \begin{cases} 
  d_k, & i_1 = \cdots = i_n = 0 \\
  c_{n-1} A_0^{i_1-1} b_1, & i_1 > 0, i_2 = \cdots = i_n = 0 \\
  \vdots \\
  c_{q} A_0^{i_1-1} A_1 A_0^{i_2-1} \cdots A_0^{i_{n-q}-1} b_j, & \begin{cases} 
  i_j, \ldots, i_{n-q-r}, i_{n-q} > 0 \\
  \text{all others} = 0 
\end{cases} \\
  \vdots \\
  c_0 A_0^{i_1-1} A_1 A_0^{i_2-1} \cdots A_1 A_0^{i_n-1} b_1, & i_1, \ldots, i_n > 0 
\end{cases} \] (53)

Notice that the sum of the subscripts in each term of this expression is \( n \), and that the subscript on the coefficient preceding each \( A_0^{i_k-1} \) determines the index \( k \). There will be a total of \( 2^n \) terms in a general degree-\( n \) kernel.

**Example 6.4** Discrete-time state-affine systems arise directly in the description of
bilinear continuous-time systems with sampled input signals. For simplicity only the degree-2 homogeneous case will be discussed, and the impulse model will be used for the sampled signal. That is, the system is described by

$$y(t) = \int_0^\infty \int_0^\infty h_{reg}(\sigma_1, \sigma_2) u(t-\sigma_1-\sigma_2) u(t-\sigma_2) d\sigma_2 d\sigma_1$$

where

$$h_{reg}(t_1, t_2) = ce^{AT_1} D e^{AT_2} b, \ t_1, t_2 \geq 0$$

and the input signal is

$$u(t) = \sum_{k=0}^\infty u(kT) \delta_0 (t-kT)$$

where $T$ is the sampling period. Then the output at the $m^{th}$ sampling instant is given by

$$y(mT) = \int_0^\infty \int_0^\infty h_{reg}(\sigma_1, \sigma_2) \sum_{k_1=0}^\infty u(k_1 T) \delta_0 (mT-\sigma_1-\sigma_2-k_1 T)$$

$$\sum_{k_2=0}^\infty u(k_2 T) \delta_0 (mT-\sigma_2-k_2 T) d\sigma_2 d\sigma_1$$

Restoring this expression to regular form requires changes of variables of summation. First replace $k_2$ by $j_2 = m - k_2$, and replace $k_1$ by $j_1 = m - j_2 - k_1$. Then using the fact that the input signal and the regular kernel both are zero for negative arguments gives

$$y(mT) = \sum_{j_1=0}^\infty \sum_{j_2=0}^\infty h_{reg}(j_1 T, j_2 T) u(mT-j_1 T-j_2 T) u(k_1 T) u(k_2 T)$$

Thus it is clear that the regular kernel for this discrete-time representation is

$$h(j_1 T, j_2 T) = c (e^{AT})^j D (e^{AT})^j b, \ j_1, j_2 \geq 0$$

Now with the definitions

$$A_0 = e^{AT} , \ A_1 = D , \ b_1 = e^{AT} b , \ b_2 = Db$$

$$c_0 = ce^{AT} , \ c_1 = cD , \ d_2 = cDb$$

this kernel conforms to the state-affine kernel specified in (53).

As a final comment, observe that it is straightforward to compute the degree-$n$ regular transfer function from (53). Indeed,
\[ H_{\text{reg}}(z_1, \ldots, z_n) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{\text{reg}}(i_1, \ldots, i_n) z_1^{-i_1} \cdots z_n^{-i_n} \]

\[ = d_n + c_{n-1}(z_1 I - A_0)^{-1} b_1 + \cdots \]

\[ + c_q(z_n - q I - A_0)^{-1} A_r(z_{n-q} - r I - A_0)^{-1} \cdots (z_j I - A_0)^{-1} b_j \]

\[ + \cdots + c_0(z_n I - A_0)^{-1} A_1(z_{n-1} I - A_0)^{-1} A_1 \cdots A_1(z_1 I - A_0)^{-1} b_1 \]

though this expression, like (53), is not very explicit, and a certain amount of digging is
needed to produce all \(2^n\) terms.

**Example 6.5** The degree-3 regular transfer function for the state-affine state equation (39) is

\[ H_{\text{reg}}(z_1, z_2, z_3) = d_3 + c_2(z_1 I - A_0)^{-1} b_1 + c_1(z_2 I - A_0)^{-1} b_2 \]

\[ + c_0(z_3 I - A_0)^{-1} b_3 + c_1(z_2 I - A_0)^{-1} A_1(z_1 I - A_0)^{-1} b_1 \]

\[ + c_0(z_3 I - A_0)^{-1} A_2(z_1 I - A_0)^{-1} A_1(z_1 I - A_0)^{-1} b_1 \]

If the state equation actually is bilinear, then the only survivor among these terms is the
last one.

### 6.4 State-Affine Realization Theory

The realization problem for discrete-time systems will be discussed mainly in terms
of the regular-transfer-function input/output representation, and state-affine state equations
(realizations). Thus, the realization theory considered here is somewhat more general than
that in Chapter 4. In fact, the bilinear realization theory for discrete-time systems will
appear as a relatively uncomplicated special case. (The bilinear theory also can be
obtained from Chapter 4 by modifications only slightly more difficult than wholesale
replacement of \(s\)'s by \(z\)'s.) I will concentrate on homogeneous and polynomial systems
here, and leave Volterra systems to the original research literature.

Recall that a transfer function is called **rational** if it can be written as a ratio of
polynomials:

\[ H(z_1, \ldots, z_n) = \frac{P(z_1, \ldots, z_n)}{Q(z_1, \ldots, z_n)} \quad (55) \]

A rational transfer function is called **proper** (**strictly proper**) if degree \(P(z_1, \ldots, z_n)\) in
each variable is no greater than (less than) degree \(Q(z_1, \ldots, z_n)\) in the corresponding
variable. A rational transfer function is called **recognizable** if
\[ Q(z_1, \ldots, z_n) = Q_1(z_1) \cdots Q_n(z_n), \] where each \( Q_j(z_j) \) is a single variable polynomial. As in Chapter 4, it is assumed that the numerator and denominator polynomials are relatively prime to rule out trivial issues.

A state-affine realization of a degree-\( n \) homogeneous or polynomial system takes the form

\[
\begin{align*}
x(k+1) &= \sum_{i=0}^{n-1} A_i x(k) u^i(k) + \sum_{i=1}^{n} b_i u^i(k) \\
y(k) &= \sum_{i=0}^{n-1} c_i x(k) u^i(k) + \sum_{i=1}^{n} d_i u^i(k)
\end{align*}
\]

(56)

where the (finite) dimension of the state vector \( x(k) \) is called the dimension of the realization. Notice that the upper limits on the summations in (56) have been set in accordance with the degree of the system.

Using this formulation a basic result on realizability can be stated as follows.

**Theorem 6.7** A degree-\( n \) homogeneous discrete-time system is state-affine realizable if and only if the regular transfer function of the system is a proper, recognizable function.

**Proof** If the system has a state-affine realization, then the regular transfer function can be written as in (54). Writing each \((z_k I - A_0)^{-1}\) in the classical-adjoint-over-determinant form, and placing all the terms over a common denominator shows that \( H_{\text{reg}}(z_1, \ldots, z_n) \) is a proper, recognizable function.

If \( H_{\text{reg}}(z_1, \ldots, z_n) \) is a proper, recognizable function, then it can be written in the form

\[
H_{\text{reg}}(z_1, \ldots, z_n) = \frac{P(z_1, \ldots, z_n)}{Q_1(z_1) \cdots Q_n(z_n)}
\]

(57)

where

\[
P(z_1, \ldots, z_n) = \sum_{j_1=0}^{m_1} \cdots \sum_{j_n=0}^{m_n} p_{j_1} \cdots j_n z_1^{j_1} \cdots z_n^{j_n}
\]

\[
Q_i(z_i) = z_i^{m_i} + \sum_{j_i=0}^{m_i-1} q_{i,j} z_i^{j_i}, \quad i = 1, \ldots, n
\]

(58)

Just as in the continuous-time case, the numerator polynomial can be written in a matrix factored form

\[
P(z_1, \ldots, z_n) = Z_n \cdots Z_2 Z_1 P
\]

where \( Z_j \) contains entries chosen from \( 0, 1, z_{j_1}, \ldots, z_j^{m_j}, j = 1, \ldots, n \), and \( P \) is a vector of coefficients. Thus the regular transfer function can be written in the factored form

270
\[ H_{\text{reg}}(z_1, \ldots, z_n) = \frac{Z_n}{Q_n(z_n)} \cdots \frac{Z_2}{Q_2(z_2)} \frac{Z_1 P}{Q_1(z_1)} \]
\[ = G_n(z_n) \cdots G_2(z_2) G_1(z_1) \]

Each \( G_j(z_j) \) is a matrix with proper rational entries, and thus linear-realization techniques can be used to write
\[ G_j(z_j) = \hat{C}_j(z_j I - \hat{A}_j)^{-1} \hat{B}_j + \hat{D}_j, \quad j = 1, \ldots, n \]

Now consider the state-affine realization (56) specified as follows. Let \( A_0 \) be block diagonal, and \( A_j \) be zero except possibly on the \( j^{th} \) block subdiagonal:
\[
A_0 = \begin{bmatrix}
A_1 & 0 & \cdots & 0 \\
0 & A_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_n
\end{bmatrix}
\]
\[
A_1 = \begin{bmatrix}
0 & \cdots & 0 & 0 \\
\hat{B}_2 \hat{C}_1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \hat{B}_n \hat{C}_{n-1} & 0
\end{bmatrix}
\]
\[
A_j = \begin{bmatrix}
0 & \cdots & 0 \\
\hat{B}_{j+1} \hat{D}_j & \cdots & \hat{D}_2 \hat{C}_1 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \hat{B}_n \hat{D}_{n-1} & \cdots & \hat{D}_{n-j} \hat{C}_{n-j}
\end{bmatrix}
\]

Let each \( b_j \) have zero entries except possibly for the \( j^{th} \) block entry according to
\[
b_1 = \begin{bmatrix}
\hat{B}_1 \\
0 \\
0
\end{bmatrix}, \quad b_j = \begin{bmatrix}
0 \\
\hat{B}_j \hat{D}_{j-1} & \cdots & \hat{D}_1 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0
\end{bmatrix}, \quad j = 2, \ldots, n
\]

Let each \( c_j \) have zero entries except possibly for the \((n-j)^{th}\) block entry according to
\[
c_0 = [0 \cdots 0 \hat{C}_n]
\]
\[
c_j = [0 \cdots (\hat{D}_n \cdots \hat{D}_{n-j+1} \hat{C}_{n-j}) \cdots 0], \quad j = 1, \ldots, n-1
\]

and, finally, let \( d_1 = \cdots = d_{n-1} = 0, \quad d_n = \hat{D}_n \hat{D}_{n-1} \cdots \hat{D}_1 \). The regular transfer functions corresponding to this state-affine realization can be computed from (54). Because of the
special block structure, it turns out that all the transfer functions of degree \( \neq n \) are zero, and the degree-\( n \) transfer function is given by

\[
H_{\text{reg}}(z_1, \ldots, z_n) = (\hat{D}_n + \hat{C}_n(z_n I - \hat{A}_n)^{-1}\hat{B}_n) \cdots (\hat{D}_1 + \hat{C}_1(z_1 I - \hat{A}_1)^{-1}\hat{B}_1)
\]

\[
= G_n(z_n) \cdots G_1(z_1)
\]

This calculation, which is left as an uninteresting exercise, completes the proof.

**Corollary 6.1** A degree-\( n \) homogeneous, discrete-time system is bilinear realizable if and only if the regular transfer function of the system is a strictly proper, recognizable function.

Before proceeding to the construction of minimal state-affine realizations, perhaps a slight digression on realizability is in order. So far I have presented all the realization results in terms of the regular transfer function. These results are easily transcribed to the triangular transfer function representation since a simple change of variables relates the two transfer functions. However, it is much more difficult to discuss realizability in terms of the symmetric transfer function. One way to approach this topic is to use relationships between the regular and symmetric transfer functions. This topic was discussed briefly in Section 6.2 for the degree-2 case, and that discussion will be followed up here.

**Example 6.6** From the relationship

\[
H_{\text{sym}}(z_1, z_2) = \frac{1}{2} H_{\text{reg}}(z_1, z_1 z_2) + \frac{1}{2} H_{\text{reg}}(z_2, z_1 z_2)
\]

it is clear that the symmetric transfer function for a state-affine-realizable degree-2 homogeneous system must have the form

\[
H_{\text{sym}}(z_1, z_2) = \frac{P(z_1, z_2)}{Q_1(z_1)Q_2(z_1 z_2)}
\]

where \( Q_1(z_1) \) and \( Q_2(z_2) \) are single-variable polynomials, and \( P(z_1, z_2) \) is a 2-variable polynomial. But the numerator cannot be arbitrary; there also are constraints on the form of \( P(z_1, \ldots, z_n) \). These constraints are rather subtle to work out, so I will be content to continue Example 6.3 by indirect methods. The symmetric transfer function

\[
H_{\text{sym}}(z_1, z_2) = \frac{z_1 z_2}{z_1 z_2 - 1}
\]

is state-affine realizable since the corresponding regular transfer function is the proper, recognizable rational function

\[
H_{\text{reg}}(z_1, z_2) = \frac{z_2}{z_2 - 1}
\]

The construction of a state-affine realization as given in the proof of Theorem 6.7 is exceedingly simple in this case, giving
\[ C_1 = A_1 = B_1 = 0, \quad D_1 = 1 \]
\[ C_2 = A_2 = B_2 = D_2 = 1 \]

Thus a state-affine realization is
\[
x(k+1) = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} x(k) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u^2(k)
\]
\[
y(k) = \begin{bmatrix} 0 & 1 \end{bmatrix} x(k) + u^2(k)
\]

Note that this case is so simple that by defining a new input, \( \hat{u}(t) = u^2(t) \), the realization is linear. Also, it is clear that the first component of the state vector can be discarded to obtain a 1-dimensional realization.

For the polynomial-system case, the input/output representation that is natural to consider is the sequence of regular transfer functions of the homogeneous subsystems. Then the basic realizability result (and its proof) is simply a restatement of Theorem 4.9 in Section 4.3.

**Theorem 6.8** A polynomial, discrete-time system is state-affine realizable if and only if the regular transfer function of each homogeneous subsystem is a proper, recognizable function.

To construct minimal-dimension state-affine realizations for polynomial systems, a shift operator approach much like that in Chapter 4 will be used. Of course, there are more kinds of terms to be dealt with in the state-affine case, and nonpositive power series rather than negative power series are involved due to the definition of the \( z \)-transform. However, the basic ideas are just the same.

For a given finite-length sequence of regular transfer functions
\[
\hat{H}(z_1, \ldots, z_N) = (H(z_1), H_{reg}(z_1, z_2), \ldots, H_{reg}(z_1, \ldots, z_N), 0, \ldots)
\]
where
\[
H_{reg}(z_1, \ldots, z_k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} h_{reg}(i_1, \ldots, i_k) z_1^{-i_1} \cdots z_k^{-i_k}
\]
the minimal realization problem can be stated as follows. Find matrices \( A_0, \ldots, A_{N-1} \) of dimension \( m \times m \), \( b_1, \ldots, b_N \) of dimension \( m \times 1 \), \( c_0, \ldots, c_{N-1} \) of dimension \( 1 \times m \), and scalars \( d_1, \ldots, d_N \) such that (53) is satisfied for \( n = 1, \ldots, N \), the right side of (53) is 0 for \( n > N \), and such that \( m \) is as small as possible. These matrices specify a state-affine realization of the form (56) of dimension \( m \), and the shorthand notation \((A_j, b_j, c_j, d_j, R^m)\) will be used for such a realization.

Given any nonpositive power series
\[
V_k(z_1, \ldots, z_k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} v_{i_1 \ldots i_k} z_1^{-i_1} \cdots z_k^{-i_k}
\]
define a shift operator via

$$SV_k(z_1, \ldots, z_k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_k=0}^{\infty} v_{i_1+i_2+i_3+\cdots+i_k} z_1^{-i_1} \cdots z_k^{-i_k}$$  (62)

It is easy to verify that the shift is a linear operator that can be interpreted as

$$SV_k(z_1, \ldots, z_k) = z_1[V_k(z_1, \ldots, z_k) - V_k(\infty, z_2, \ldots, z_k)]$$  (63)

and that $SV_k(z_1, \ldots, z_k)$ is also a nonpositive power series. An index operator is defined by

$$TV_k(z_1, \ldots, z_k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_{k-1}=0}^{\infty} v_{0i_1 \cdots i_{k-1}} z_1^{-i_1} \cdots z_{k-1}^{-i_{k-1}}, \ k > 1$$  (64)

that is

$$TV_k(z_1, \ldots, z_k) = V_k(\infty, z_1, \ldots, z_{k-1}), \ k > 1$$  (65)

Again, it is not hard to see that $T$ is a linear operator and that $TV_k(z_1, \ldots, z_k)$ is a nonpositive power series. The same symbols $S$ and $T$ will be used regardless of the number of variables in the series to which the operators are applied. Then these definitions can be extended to finite-length sequences of nonpositive power series in the obvious way:

$$S(V(z_1), V_2(z_1, z_2), V_3(z_1, z_2, z_3), \cdots) = (SV(z_1), SV_2(z_1, z_2), SV_3(z_1, z_2, z_3), \cdots)$$  (66)

$$T(V(z_1), V_2(z_1, z_2), V(z_1, z_2, z_3), \cdots) = (TV_2(z_1, z_2), TV_3(z_1, z_2, z_3), \cdots)$$  (67)

Now suppose a degree-$N$ polynomial system is specified as in (59). Then a collection of linear spaces of finite-length sequences of nonpositive power series is defined as follows.

$$U_1 = \text{span} \{ S^i \hat{H}(z_1, \ldots, z_N) \mid i > 0 \}$$

$$U_2 = \text{span} \{ S^i TS^j \hat{H}(z_1, \ldots, z_N) \mid i > 0, j \geq 0 \}$$

$$U_3 = \text{span} \{ S^i TS^j TS^k \hat{H}(z_1, \ldots, z_N) \mid i > 0, j \geq 0, k \geq 0 \}$$

$$U = \text{span} \{ U_1, U_2, \ldots, U_N \}$$  (68)

Then $S$ and $T$ can be viewed as linear operators with $U$ as the domain and range.

Define a set of initialization operators $L_j: R \rightarrow U$ according to
\[ L_1 r = S \hat{H}(z_1, \ldots, z_N) r \]
\[ L_2 r = S T \hat{H}(z_1, \ldots, z_N) r \]
\[ \vdots \]
\[ L_N r = S T^{N-1} \hat{H}(z_1, \ldots, z_N) r \]

and define a set of evaluation operators \( E_j: U \rightarrow R \) as follows. If
\[ \hat{V}(z_1, \ldots, z_N) = (V_1(z_1), V_2(z_1, z_2), \ldots, V_N(z_1, \ldots, z_N), 0, \ldots) \]
is an element of \( U \), then
\[ E_0 \hat{V}(z_1, \ldots, z_N) = V_1(\infty) \]
\[ E_1 \hat{V}(z_1, \ldots, z_N) = E_0 T \hat{V}(z_1, \ldots, z_N) = V_2(\infty, \infty) \]
\[ \vdots \]
\[ E_{N-1} \hat{V}(z_1, \ldots, z_N) = E_0 T^{N-1} \hat{V}(z_1, \ldots, z_N) = V_N(\infty, \ldots, \infty) \]

Finally, let \( d_j: R \rightarrow R \) be specified by
\[ d_j = H_{reg}(z_1, \ldots, z_j) \big|_{z_1 = \ldots = z_j = \infty}, \quad j = 1, \ldots, N \]

To show that these all are linear operators on their respective domains is very easy.

Now it can be shown that if \( U \) is finite dimensional, then \( (ST^j, L_j, E_j, d_j, U) \) is an abstract, finite-dimensional, state-affine realization of the given polynomial system. Once this is done, finding a concrete realization involves replacing \( U \) by \( R^m \) and finding the matrix representations \( A_j = ST^j, b_j = L_j, c_j = E_j \), and interpreting the scalar operators \( d_j \) as constants. The proof that this process yields a minimal-dimension state-affine realization will be omitted since it is complicated. In fact, I will omit most of the demonstration that \( (ST^j, L_j, E_j, d_j, U) \) is a realization. To indicate how the calculation goes, consider the case of a degree-\( N \) polynomial system with \( N > 3 \),
\[ \hat{H}(z_1, \ldots, z_N) = (H(z_1), H_{reg}(z_1, z_2), H_{reg}(z_1, z_2, z_3), \ldots) \]
\[ = \left( \sum_{i_1=0}^{\infty} h(i_1) z_1^{-i_1}, \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{reg}(i_1, i_2) z_1^{-i_1} z_2^{-i_2}, \ldots \right) \]

Then a selection of degree-3 terms in (53) can be verified as follows. The constant term is
\[ d_3 = H_{reg}(\infty, \infty, \infty) = h_{reg}(0, 0, 0) \]

The term \( c_2 A_0^{i_1} b_1 \) in (53) corresponds to
\[ E_2 S^{j-1} L_1 = E_0 T^2 S^j \hat{H}(z_1, \ldots, z_N) \]

\[ = E_0 T^2 \left( \sum_{i_1=0}^{\infty} h(i_1 + j_1) z_1^{-i_1}, \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h_{\text{reg}}(i_1 + j_1, i_2) z_1^{-i_1} z_2^{-i_2}, \ldots \right) \]

\[ = E_0 \left( \sum_{i_1=0}^{\infty} h_{\text{reg}}(j_1, 0, i_1) z_1^{-i_1}, \ldots \right) = h_{\text{reg}}(j_1, 0, 0) \]

As a final illustration, \( c_0 A_0^{j-1} A_2 A_0^{j-1} b_1 \) corresponds to

\[ E_0 S^{j-1} (ST^2) S^{j-1} L_1 = E_0 S^j T^2 S^j \hat{H}(z_1, \ldots, z_N) \]

\[ = E_0 S^j \left( \sum_{i_1=0}^{\infty} h_{\text{reg}}(j_1, i_1) z_1^{-i_1}, \ldots \right) \]

\[ = E_0 \left( \sum_{i_1=0}^{\infty} h_{\text{reg}}(j_1, 0, i_1 + j_3) z_1^{-i_1}, \ldots \right) \]

\[ = h_{\text{reg}}(j_1, 0, j_3) \]

All this shifting, indexing, and evaluating rapidly becomes a lot of fun and I urge the reader to do a few more terms. However, the investment in notation and calculation needed to verify the realization in general is probably unprofitable.

**Example 6.7** Just to fix the nature of the calculations, consider a simple polynomial system described by

\[ \hat{H}(z_1, z_2) = \left( \frac{z_1}{z_1-1}, \frac{z_2}{z_2-1}, 0, \ldots \right) \]

(Here I will not work with the power-series form of the regular transfer functions, for simplicity.) Application of the shift operator gives

\[ S \hat{H}(z_1, z_2) = \left( \frac{z_1}{z_1-1}, 0, \ldots \right) \]

\[ S^2 \hat{H}(z_1, z_2) = S \hat{H}(z_1, z_2) \]

so that

\[ U_1 = \text{span} \left\{ \left( \frac{z_1}{z_1-1}, 0, \ldots \right) \right\} \]
Application of the index operator gives $T\hat{H}(z_1, z_2) = S\hat{H}(z_1, z_2)$, and an easy calculation shows that $T S\hat{H}(z_1, z_2) = 0$. Thus $U = U_1$ is a one-dimensional linear space, and it can be replaced by $R^1$ with the basis element 1. In terms of this basis, the shift and index operators are represented by $S_1 = 1$ and $T_1 = 0$. The initialization operators are represented by $L_1 = S\hat{H}(z_1, z_2) = 1$, and $L_2 = ST\hat{H}(z_1, z_2) = 1$, so that $b_1 = b_2 = 1$. The evaluation operators give $E_0 S\hat{H}(z_1, z_2) = 1$, $E_1 S\hat{H}(z_1, z_2) = 0$ from which $c_0 = 1$ and $c_1 = 0$. Finally, it is clear that $d_1 = d_2 = 1$. Thus, a minimal state-affine realization of the given system is

$$
E_0 S\hat{H}(z_1, z_2) = 1, \quad E_1 S\hat{H}(z_1, z_2) = 0
$$

6.5 Response Characteristics of Discrete-Time Systems

The response of both homogeneous and polynomial discrete-time systems to various classes of input signals can be analyzed using much the same approach as in Chapter 5. To substantiate this claim, I will outline how some of the analysis goes for unit pulse and sinusoidal inputs. For random input signals, some of the results paralleling the continuous-time case will be derived from a less informal viewpoint than was adopted in Section 5.5.

Consider first the response of a degree-$n$ homogeneous system to inputs composed of sums of delayed unit pulses, where the unit pulse is defined by

$$
\delta_0(k) = \begin{cases} 
1, & k = 0 \\
0, & \text{otherwise}
\end{cases} 
$$

(72)

In terms of the symmetric kernel representation, the calculations in Section 5.1 carry over directly, and so they will not be repeated here. However, I will go through some simple calculations in terms of the regular kernel representation in order to point out one perhaps surprising feature.

For the homogeneous system

$$
y(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_n=0}^{\infty} h_{\text{reg}}(i_1, \ldots, i_n) u(k-i_1-\cdots-i_n) \cdots u(k-i_n) 
$$

(73)

with the input $u(k) = \delta_0(k)$, simple inspection yields the response

$$
y(k) = h_{\text{reg}}(0, \ldots, 0, k), \quad k = 0, 1, \cdots
$$

(74)
A more interesting situation occurs when the input is composed of two unit pulses,

\[ u(k) = \delta_0(k) + a\delta_0(k-K) \]  

(75)

where \( a \) is a real number, and \( K \) is a positive integer. The calculation of the corresponding response as outlined below is simple, though a bit lengthy. The response formula (73) gives

\[
y(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-1}=0}^{\infty} h_{nreg}(i_1, \ldots, i_n)[\delta_0(k-i_1-\cdots-i_n)+a\delta_0(k-K-i_1-\cdots-i_n)] \\
\cdot \cdots [\delta_0(k-i_{n-1}-i_n)+a\delta_0(k-K-i_{n-1}-i_n)][\delta_0(k-i_n)+a\delta_0(k-K-i_n)]
\]  

(76)

Inspection of the last bracketed term on the right side shows that the summand will be nonzero only for two values of \( i_n \), namely, \( i_n = k \), and \( i_n = k-K \). Thus,

\[
y(k) = \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-1}=0}^{\infty} h_{nreg}(i_1, \ldots, i_{n-1}, k)[\delta_0(-i_1-\cdots-i_{n-1}) \\
+ a\delta_0(-K-i_1-\cdots-i_{n-1})] \cdots [\delta_0(-i_{n-1}) + a\delta_0(-K-i_{n-1})] \\
+ \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-1}=0}^{\infty} ah_{nreg}(i_1, \ldots, i_{n-1}, k-K)[\delta_0(K-i_1-\cdots-i_{n-1}) \\
+ a\delta_0(-i_1-\cdots-i_{n-1})] \cdots [\delta_0(K-i_{n-1}) + a\delta_0(-i_{n-1})]
\]  

(77)

In the first term on the right side of (77), a little thought shows that the only nonzero summand occurs when \( i_1 = \cdots = i_{n-1} = 0 \). The second term is somewhat less easy to penetrate, so I will carry the calculation one step further. The summand will be nonzero only for the values \( i_{n-1} = K \), and \( i_{n-1} = 0 \). Thus,

\[
y(k) = h_{nreg}(0, \ldots, 0, k) \\
+ \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-2}=0}^{\infty} ah_{nreg}(i_1, \ldots, i_{n-2}, K, k-K)[\delta_0(-i_1-\cdots-i_{n-2}) \\
+ a\delta_0(-i_1-\cdots-i_{n-2}-K)] \cdots [\delta_0(-i_{n-2}) + a\delta_0(-i_{n-2}-K)] \\
+ \sum_{i_1=0}^{\infty} \cdots \sum_{i_{n-2}=0}^{\infty} a^2 h_{nreg}(i_1, \ldots, i_{n-2}, 0, k-K)[\delta_0(K-i_1-\cdots-i_{n-2}) \\
+ a\delta_0(-i_1-\cdots-i_{n-2})] \cdots [\delta_0(K-i_{n-2}) + a\delta_0(-i_{n-2})]
\]  

(78)

Again, from the first summation, only the summand with \( i_1 = \cdots = i_{n-2} = 0 \) is nonzero. The second summation should be reduced further, but a pattern rapidly emerges that yields the response formula
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\[ y(k) = h_{\text{reg}}(0, \ldots, 0, k) + ah_{\text{reg}}(0, \ldots, 0, K, k) \]
\[ + a^2 h_{\text{reg}}(0, \ldots, 0, K, 0, k) + a^3 h_{\text{reg}}(0, \ldots, 0, K, 0, 0, k) \]
\[ + \cdots + a^n h_{\text{reg}}(0, \ldots, 0, k) \]  
(79)

(Rather than insert unit step functions in this expression, it is left understood that the regular kernel is zero if any argument is negative.)

The interesting thing about the response formula (79) is that if the system described by \( h_{\text{reg}}(i_1, \ldots, i_n) \) is bilinear realizable, and \( n > 2 \), then \( y(k) \) is identically zero. This follows from the fact that the regular kernel corresponding to a homogeneous bilinear state equation is zero if any argument is zero. The general statement is that a degree-\( n \) homogeneous bilinear state equation has zero response to an input that contains at most \( n-1 \) nonzero values. The general proof in the style of the two-pulse case requires a very messy calculation. A much shorter proof is suggested in Problem 6.4. At any rate, this special property of discrete-time bilinear state equations indicates their somewhat restricted input/output behavior. In contrast, state-affine state equations are quite general, as should be clear from Section 6.3.

Frequency-response properties of the type discussed in Chapter 5 carry over more or less directly to the discrete-time case. To illustrate this I will briefly consider the steady-state response of a discrete-time, homogeneous system to the input signal
\[ u(k) = 2A \cos(\omega k) = Ae^{i\omega k} + Ae^{-i\omega k} \]  
(80)

The output can be written in terms of the symmetric kernel as
\[ y(k) = \sum_{i_1=0}^{k} \cdots \sum_{i_n=0}^{k} h_{\text{sym}}(i_1, \ldots, i_n)^n \prod_{j=1}^{n} \left[ Ae^{i\omega(k-i_j)} + Ae^{-i\omega(k-i_j)} \right] \]  
(81)

Letting \( \lambda_1 = i\omega \) and \( \lambda_2 = -i\omega \), expanding the \( n \)-fold product, and rearranging the summations gives
\[ y(k) = A^n \sum_{k_1=1}^{2} \cdots \sum_{k_n=1}^{2} \sum_{i_1=0}^{k} \cdots \sum_{i_n=0}^{k} h_{\text{sym}}(i_1, \ldots, i_n) \exp(-\sum_{j=1}^{n} \lambda_{k_j} i_j) \exp(\sum_{j=1}^{n} \lambda_{k_j} k) \]

Assuming convergence of the bracketed summations as \( k \) becomes large, \( y(k) \) becomes arbitrarily close to the steady-state response defined by
\[ y_{\text{ss}}(k) = A^n \sum_{k_1=1}^{2} \cdots \sum_{k_n=1}^{2} H_{\text{sym}}(e^{\lambda_{k_1}}, \ldots, e^{\lambda_{k_n}}) \exp(\sum_{j=1}^{n} \lambda_{k_j} k) \]  
(82)

There are many terms in (82) with identical exponents, and these can be collected together using the symmetry of the transfer function. Let
\[ G_{m,n-m}(e^{\lambda_i}, e^{\lambda_j}) = \left[ \begin{array}{c} n \\ \lambda_i \end{array} \right] H_{\text{sym}}(e^{\lambda_i}, \ldots, e^{\lambda_i}; e^{\lambda_j}, \ldots, e^{\lambda_j}) \]  
(83)

for \( m = 0,1, \ldots, n \). Then, replacing \( \lambda_1 \) by \( i\omega \) and \( \lambda_2 \) by \(-i\omega \),
Using standard identities and the fact that time random process will be written in the form input signals will be based on the notion of orthogonalizing a random process. A discrete-time systems, it is much easier to approach rigor without mortis in the discrete-time case. Rather than do this, I will discuss orthogonal representations for developed for discrete-time systems in a simple, informal manner that parallels the development of orthogonal representations for nonlinear systems with random inputs, the last major topic of Chapter 5, can be shown that a white Gaussian random process satisfies this assumption, and so the setting

\[ y_{ss}(k) = A^n \left[ G_{n,0}(e^{i\omega}, e^{-i\omega}) e^{i\omega k} + G_{0,n}(e^{i\omega}, e^{-i\omega}) e^{-i\omega k} \right] + A^n \left[ G_{n-1,1}(e^{i\omega}, e^{-i\omega}) e^{i(n-2)\omega k} + G_{1,n-1}(e^{i\omega}, e^{-i\omega}) e^{-i(n-2)\omega k} \right] + \cdots + \left\{ \begin{array}{ll}
A^n G_{n/2, n/2}(e^{i\omega}, e^{-i\omega}), & n \text{ even} \\
A^n G_{n+1/2, n/2}(e^{i\omega}, e^{-i\omega}) e^{i\omega k} + G_{n-1/2, n/2}(e^{i\omega}, e^{-i\omega}) e^{-i\omega k}, & n \text{ odd}
\end{array} \right. \]  

(84)

Using standard identities and the fact that

\[ G_{m,n-m}(e^{i\omega}, e^{-i\omega}) = G_{n-m, m}(e^{-i\omega}, e^{i\omega}) \]

gives the steady-state response expression

\[ y_{ss}(k) = 2A^n \left| G_{n,0}(e^{i\omega}, e^{-i\omega}) \right| \cos(n\omega k + \angle G_{n,0}(e^{i\omega}, e^{-i\omega})) + 2A^n \left| G_{n-1,1}(e^{i\omega}, e^{-i\omega}) \right| \cos((n-2)\omega k + \angle G_{n-1,1}(e^{i\omega}, e^{-i\omega})) + \cdots + \left\{ \begin{array}{ll}
A^n G_{n/2, n/2}(e^{i\omega}, e^{-i\omega}), & n \text{ even} \\
2A^n \left| G_{n+1/2, n/2}(e^{i\omega}, e^{-i\omega}) \right| \cos(n\omega k + \angle G_{n+1/2, n/2}(e^{i\omega}, e^{-i\omega})) \right. \]  

(85)

This calculation should be enough to indicate that the results of Sections 5.2 and 5.3 can be developed for the discrete-time case with ease.

Nonlinear systems with random inputs, the last major topic of Chapter 5, can be developed for discrete-time systems in a simple, informal manner that parallels the continuous-time case. Rather than do this, I will discuss orthogonal representations for discrete-time nonlinear systems with random inputs from a more general and more rigorous viewpoint. (While these more general ideas can be carried back to continuous-time systems, it is much easier to approach rigor without mortis in the discrete-time case.)

The development of orthogonal representations for nonlinear systems with random input signals will be based on the notion of orthogonalizing a random process. A discrete-time random process will be written in the form

\[ u = u(k) ; \quad k = \cdots, -1, 0, 1, 2, \cdots \]  

(86)

and it will be assumed throughout that \( u \) is real, (strict-sense) stationary, and such that \( |E[u^n(k)]| < \infty \) for all nonnegative integers \( n \). Furthermore, it will be assumed throughout that the random process \( u \) is independent of order \( n \) for all nonnegative integers \( n \). That is, for distinct indices \( i_1, \ldots, i_n \), and any polynomials \( p_1(x), \ldots, p_n(x) \),

\[ E[p_1(u(i_1)) \cdots p_n(u(i_n))] = E[p_1(u(i_1))] \cdots E[p_n(u(i_n))] \]  

(87)

This is a restrictive assumption, but it plays a crucial role in the development. It can be shown that a white Gaussian random process satisfies this assumption, and so the setting
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Definition 6.1  The random process $u$ is called polynomial orthogonalizable if there exist real, symmetric polynomial functions

$$
\Phi_n(i_1, \ldots, i_n, u) = \Phi_n(u(i_1), \ldots, u(i_n)), \quad n = 0, 1, 2, \ldots
$$

such that for all integers $i_1, \ldots, i_n, j_1, \ldots, j_m$,

$$
E[\Phi_n(i_1, \ldots, i_n, u)\Phi_m(j_1, \ldots, j_m, u)] =
\begin{cases}
E[\Phi_n(i_1, \ldots, i_n, u)\Phi_n(j_1, \ldots, j_n, u)], & n = m \\
0, & n \neq m
\end{cases}
$$

Such a set will be called a polynomial orthogonal representation for $u$.

An approach to finding polynomial orthogonal representations for a random process can be given as follows. The notation that often will be used for $\Phi_n$ involves collecting together repeated arguments and showing the number of occurrences. From symmetry, it is clear that this reordering is immaterial.

Lemma 6.2  Suppose that $\psi_n(x), n = 0, 1, 2, \ldots$, is a set of single-variable polynomials with $\psi_0(x) = 1$ and such that for the random process $u$,

$$
E[\psi_n(u(k))\psi_m(u(k))] =
\begin{cases}
E[\psi_n^2(u(k))] < \infty, & n = m \\
0, & n \neq m
\end{cases}
$$

Then the random process $u$ is polynomial orthogonalizable, and a polynomial orthogonal representation is given by

$$
\Phi_n(i_1, \ldots, i_1; \ldots; i_p, \ldots, i_p, u) = \psi_{n_1}(u(i_1)) \cdots \psi_{n_p}(u(i_p))
$$

where $i_1, \ldots, i_p$ are distinct integers, and $n_1 + \cdots + n_p = n$.

Proof  It is clear that each $\Phi_n$ defined in (91) is a symmetric polynomial function. Furthermore, with some abuse of notation that arises in collecting together repeated arguments in the style of (91), $E[\Phi_n(i_1, \ldots, i_n, u)\Phi_m(j_1, \ldots, j_m, u)]$ can be written in the form

$$
E[\psi_{n_1}(u(i_1)) \cdots \psi_{n_p}(u(i_p)) \psi_{m_1}(u(j_1)) \cdots \psi_{m_q}(u(j_q))]
$$

where $i_1, \ldots, i_p$ are distinct with $n_1 + \cdots + n_p = n$, and $j_1, \ldots, j_q$ are distinct with $m_1 + \cdots + m_q = m$. If $m \neq n$ either there is a distinct integer, say $i_1$, in the set
Using the independence assumption to write (92) as a product of expected values, in the
former case one of the factors will be $E[\psi_{n_1}(u(i_1))]$, which is zero since $\psi_{n_1}(x)$ is
orthogonal to $\psi_0(x) = 1$. In the latter case one of the factors will be
$E[\psi_{n_1}(u(i_1))\psi_{m_1}(u(i_1))]$, which also is zero. Thus (89) has been verified, although it is
convenient to further note here that when $n = m$, (92) gives zero unless $\{j_1, \ldots, j_n\}$ is a
permutation of $\{i_1, \ldots, i_n\}$. If the permutation condition holds, then
$E[\Phi_n(i_1, \ldots, i_n, u)\Phi_n(j_1, \ldots, j_n, u)]$ is given by

$$E[\Phi_n^2(i_1, \ldots, i_1; \cdots; i_p, \cdots, i_p, u)] = E[\psi_{n_1}^2(u(i_1))] \cdots E[\psi_{n_p}^2(u(i_p))]$$

(93)

where $i_1, \ldots, i_p$ are distinct, and $n_1 + \cdots + n_p = n$.

The example that will be carried throughout this topic corresponds to the Wiener
orthogonal representation discussed for the continuous-time case in Section 5.5.

**Example 6.8** Suppose the random process $u$ is zero-mean, Gaussian, and white, with
intensity $E[u^2(k)] = A$. Then it can be verified that $u$ satisfies the order $n$ independence
condition. To construct a polynomial orthogonal representation, take $\psi_n$, $n = 0, 1, 2, \cdots$ to
be the Hermite polynomials given by

$$\psi_n(x) = \sum_{r=0}^{[n/2]} \frac{(-1)^r A^r}{r! 2^r (n-2r)!} x^{n-2r}$$

(94)

where $[n/2]$ is the largest integer $\leq n/2$. The first few Hermite polynomials are

$$\psi_0(x) = 1, \quad \psi_1(x) = x, \quad \psi_2(x) = x^2 - A$$

It is left to the references to verify (90) in this case, and to obtain the identity

$$E[\psi_n^2(u(k))] = n! A^n$$

(95)

However, I should point out that arguments reminiscent of the proofs of Theorems 5.1 and
5.2 can be used in place of an appeal to the literature. At any rate, the Hermite polynomials
lead to a polynomial orthogonal representation for zero-mean, white Gaussian random
processes via the definition in (91).

The following mathematical framework will be convenient in developing the
representation for nonlinear systems with random inputs. Let $F[u(k)]$ be a real-valued
functional of the sample function $u(k)$ of the random process $u$. Assume that
$E[F^2[u(k)]] < \infty$, and denote by $L_2(u)$ the Hilbert space of such functionals $F$ and $G$ with
inner product

$$\langle F, G \rangle = E[F[u(k)]G[u(k)]]$$

(96)

Suppose $\Phi_0, \Phi_1, \cdots$ is a polynomial orthogonal representation for $u$ constructed as in
Lemma 6.2. Then for each $n$ and $i_1, \ldots, i_n$, $\Phi_n(i_1, \ldots, i_n, u)$ is an element of $L_2(u)$. If
$f_n(i_1, \ldots, i_n)$ is a real-valued function that satisfies
\[ \sum_{i_1=-\infty}^{\infty} \cdots \sum_{i_n=-\infty}^{\infty} f_n^2(i_1, \ldots, i_n) < \infty \]  

(97)

then

\[ \sum_{i_1=-\infty}^{\infty} \cdots \sum_{i_n=-\infty}^{\infty} f_n(i_1, \ldots, i_n) \Phi_n(i_1, \ldots, i_n, u) \]  

(98)

is an element of \( L_2(u) \). (The demonstration of this fact will be omitted. In the sequel, functions \( f_n \) that are nonzero for only finitely many arguments will be considered, and in this case the claim is clear.) It is left to the reader to show that, when considering expressions of the form (98), the symmetry of \( \Phi_n(i_1, \ldots, i_n, u) \) implies that without loss of generality \( f_n(i_1, \ldots, i_n) \) can be assumed to be symmetric.

Now consider a stationary, causal system \( y(k) = H[u(k)] \), where the input is a sample function from the real, stationary, independent of order \( n \), random process \( u \). To represent the system as an element of \( L_2(u) \), assume that \( k \) is fixed, \( E[y^2(k)] < \infty \), and for simplicity that the system is finite memory. That is, there exists a positive integer \( M \) such that \( y(k) \) depends only on the values \( u(k), u(k-1), \ldots, u(k-M) \). Such a system will be denoted by the functional notation

\[ y(k) = H[u(k-j), \ j = 0, 1, \ldots, M] \]  

(99)

All the machinery is now available to develop a representation for a system of the form (99), which explicitly involves a polynomial orthogonal representation for \( u \). In particular, consider a representation of the form

\[ y_N(k) = H_N[u(k-j), \ j = 0, 1, \ldots, M] \]

\[ = \sum_{n=0}^{N} \sum_{i_1=0}^{M} \cdots \sum_{i_n=0}^{M} k_n(i_1, \ldots, i_n) \Phi_n(k-i_1, \ldots, k-i_n, u) \]  

(100)

where each \( k_n(i_1, \ldots, i_n) \) is symmetric. Clearly \( H_N \) belongs to \( L_2(u) \), and the system representation is stationary, finite memory, and causal. The objective is to choose the coefficient functions \( k_n(i_1, \ldots, i_n) \) so that (100) approximates (99) in the mean-square sense. That is, choose \( k_0, k_1(i_1), \ldots, k_N(i_1, \ldots, i_N) \) to minimize the error

\[ \| y(k) - y_N(k) \|^2 = \langle y(k) - y_N(k), y(k) - y_N(k) \rangle = E[(y(k) - y_N(k))^2] \]  

(101)

**Definition 6.2**  The symmetric functions \( k_n(i_1, \ldots, i_n) \) that minimize (101) are called Fourier kernels (relative to the \( \Phi_n \)), and the resulting functional (100) is called a functional Fourier series representation of the system.

**Theorem 6.9**  Suppose a polynomial orthogonal representation for \( u \) is constructed as in Lemma 6.2 using the polynomials \( \psi_0(x), \psi_1(x), \cdots \). Then the \( n^{th} \) Fourier kernel is given by
\[ k_n(i_1, \ldots, i_{n_1}; \ldots; i_p, \ldots, i_{n_p}) = \frac{n_1! \cdots n_p!}{n! E[\psi_n^2(u(k))] \cdots E[\psi_n^2(u(k))]} E[y(k)\psi_{n_1}(u(k-i_1)) \cdots \psi_{n_p}(u(k-i_p))] \]

where \( i_1, \ldots, i_p \) are distinct, \( n_1 + \cdots + n_p = n \), and \( n = 0, 1, \ldots, N \).

**Proof** Using an abbreviated notation for (100) with all arguments discarded, the error criterion (101) can be written in the form

\[
\| y - y_N \|^2 = <y - \sum_{n=0}^{N} k_n X \Phi_n, y - \sum_{n=0}^{N} k_n X \Phi_n >
\]

\[
= <y, y> - 2 <y, \sum_{n=0}^{N} k_n X \Phi_n > + \sum_{n=0}^{N} k_n X \Phi_n > \sum_{n=0}^{N} k_n X \Phi_n >
\]

Using the easily verified result

\[
<k_n X \Phi_n, k_m X \Phi_m > = 0, \quad n \neq m
\]

and writing the inner products as expectations gives

\[
\| y - y_N \|^2 = E[y^2] - 2 \sum_{n=0}^{N} E[y(k_n X \Phi_n)] + \sum_{n=0}^{N} E[(k_n X \Phi_n)^2]
\]

Now, expand the notation of the terms on the right side. First

\[
E[y(k_n X \Phi_n)] = E[y(k) \sum_{i_1=0}^{M} \cdots \sum_{i_{n-1}=0}^{M} k_n(i_1, \ldots, i_{n-1}) \Phi_n(k-i_1, \ldots, k-i_{n-1}, u)]
\]

\[
= \sum_{i_1=0}^{M} \cdots \sum_{i_{n-1}=0}^{M} k_n(i_1, \ldots, i_{n-1}) E[y(k)\Phi_n(k-i_1, \ldots, k-i_{n-1}, u)]
\]

Using symmetry properties and the construction for \( \Phi_n \) in Lemma 6.2, a general term in \( E[y(k_n X \Phi_n)] \) can be isolated as follows. Suppose \( i_1, \ldots, i_p, 1 \leq p \leq n \), are distinct nonnegative integers, and \( n_1, \ldots, n_p \) are positive integers with \( n_1 + \cdots + n_p = n \). Then all those terms containing \( n_j \) occurrences of the argument \( i_j, j = 1, \ldots, p \), are identical, and the collection of these terms can be written as

\[
\frac{n!}{n_1! \cdots n_p!} k_n(i_1, \ldots, i_{n_1}; \ldots; i_p, \ldots, i_{n_p}) E[y(k)\psi_{n_1}(u(k-i_1)) \cdots \psi_{n_p}(u(k-i_p))]
\]

In a similar manner,
\[ E[(k_n X \Phi_n)^2] = E[\sum_{i_1=0}^{M} \cdots \sum_{i_n=0}^{M} k_n(i_1, \ldots, i_n) \Phi_n(k-i_1, \ldots, k-i_n, u)] \]
\[ = \sum_{j_1=0}^{M} \cdots \sum_{j_n=0}^{M} k_n(j_1, \ldots, j_n) \Phi_n(k-j_1, \ldots, k-j_n, u)] \]
\[ = \sum_{i_1=0}^{M} \cdots \sum_{i_n=0}^{M} \sum_{j_1=0}^{M} \cdots \sum_{j_n=0}^{M} k_n(i_1, \ldots, i_n) k_n(j_1, \ldots, j_n) \]
\[ E[\Phi_n(k-i_1, \ldots, k-i_n) \Phi_n(k-j_1, \ldots, k-j_n, u)] \]

As discussed earlier, the expected value on the right side is zero unless \( j_1, \ldots, j_n \) is a permutation of \( i_1, \ldots, i_n \). Using this fact, and symmetry properties, again a general term can be isolated. Suppose \( i_1, \ldots, i_p \) and \( n_1, \ldots, n_p \) are just as above. Then the collection of terms containing \( n_j \) occurrences of the argument \( i_j, j = 1, \ldots, p \), can be written as
\[ \left[ \frac{n!}{n_1! \cdots n_p!} \right] k_n^2(i_1, \ldots, i_1; \ldots; i_p, \ldots, i_p) E[\psi_{n_1}^2(u(k-i_1))] \cdots E[\psi_{n_p}^2(u(k-i_p))] \]

Now, the error criterion can be expressed as a sum of terms of the general types given above, with the sum ranging over all distinct nonnegative integers \( i_1, \ldots, i_p, p = 1, \ldots, n \), and over all distributions of these integers as given by the positive integers \( n_1, \ldots, n_p \), with \( n_1 + \cdots + n_p = n \). That is, in a vague summation notation,
\[ \|y(k) - y_N(k)\|^2 = E[y^2(k)] \]
\[ + \sum \frac{(-2)^m}{n_1! \cdots n_p!} \cdot \frac{n!}{n_1! \cdots n_p!} \cdot k_n(i_1, \ldots, i_1; \ldots; i_p, \ldots, i_p) \]
\[ E[y(k) \psi_{n_1}(u(k-i_1)) \cdots \psi_{n_p}(u(k-i_p))] \]
\[ + \left[ \frac{n!}{n_1! \cdots n_p!} \right]^2 k_n^2(i_1, \ldots, i_1; \ldots; i_p, \ldots, i_p) \]
\[ E[\psi_{n_1}^2(u(k-i_1))] \cdots E[\psi_{n_p}^2(u(k-i_p))] \]

Minimization of the quadratic criterion is straightforward, and the result is easily seen to be the Fourier kernel specified in (102).

**Example 6.9** Consider again the case where \( u \) is zero-mean, white, and Gaussian with intensity \( A \). Using the results of Example 6.8, it is straightforward to calculate the first few terms in the functional Fourier series representation explicitly in terms of \( u \) rather than the orthogonal representation of \( u \). In terms of the abbreviated notation for (100),
$$k_0 \Phi_0 = k_0$$

$$k_1 \Phi_1 = \sum_{i_1=0}^{M} k_1(i_1) \psi_1(u(k-i_1)) = \sum_{i_1=0}^{M} k_1(i_1) u(k-i_1)$$

$$k_2 \Phi_2 = \sum_{i_1=0}^{M} \sum_{i_2=0}^{M} k_2(i_1,i_2) \psi_2(k-i_1,k-i_2,u)$$

$$= \sum_{i_1=0}^{M} \sum_{i_2=0}^{M} k_2(i_1,i_2) u(k-i_1)u(k-i_2) - A \sum_{i=0}^{M} k_2(i,i) \quad (104)$$

and so on. These terms should begin to look familiar from the continuous-time case in Section 5.5. Indeed, a messy general argument shows that

$$k_n \Phi_n = \sum_{r=0}^{\lfloor n/2 \rfloor} (-1)^r n! A^r \sum_{i_1=0}^{M} \sum_{i_2=0}^{M} \cdots \sum_{i_{r-1}=0}^{M} \sum_{j_r=0}^{M} k_n(i_1, \ldots, i_{n-2r}, j_1, \ldots, j_r, j_r) u(k-i_1) \cdots u(k-i_{n-2r}) \quad (105)$$

Thus, the Wiener orthogonal representation can be viewed as a particular case (of the general functional Fourier series) that displays explicitly the system input rather than an orthogonal representation of the input.

A natural question to ask about the functional Fourier series representation concerns the convergence properties as more terms are added. While this question will not be analyzed in detail, assuming certain completeness properties of the orthogonal polynomials $\psi_n(x), n = 0, 1, \ldots$, it can be shown that

$$\lim_{N \to \infty} \left\| y(k) - y_N(k) \right\|^2 = 0 \quad (106)$$

That is, the given system can be approximated to desired accuracy by a finite functional Fourier series of the form

$$y(k) = \sum_{n=0}^{N} k_n \Phi_n$$

$$= \sum_{n=0}^{N} \sum_{i_1=0}^{M} \cdots \sum_{i_n=0}^{M} k_n(i_1, \ldots, i_n) \Phi_n(k-i_1, \ldots, k-i_n, u) \quad (107)$$

Finally, the orthogonality property of the functional Fourier series offers a simple expression for the autocorrelation function of the system output, the derivation of which is left as an exercise.
6.6 Bilinear Input/Output Systems

The theory of nonlinear systems with input/output behavior that can be described by an \( n \)-linear operator is closely related to the theory of homogeneous nonlinear systems. To illustrate, I will consider the special case of stationary systems that can be represented by a bilinear (2-linear) operator. (The terminology is dangerous. Systems described by bilinear operators should not be confused with systems described by bilinear state equations.) It is a straightforward matter to carry the discussion back to the continuous-time case, though some differences do appear. It is less straightforward to generalize the theory to the \( n \)-linear case simply because of the morass of algebra, and the resulting need to develop a more abstract and subtle notation.

Consider a stationary, causal, discrete-time system that has two scalar inputs, \( u_1(k) \) and \( u_2(k) \), and a scalar output \( y(k) \). Such a system can be represented in operator notation by

\[
y = F[u_1, u_2] \tag{108}
\]

where \( F \) is an operator with appropriately defined, real, linear function spaces for the domain and range. The system is called a bilinear input/output system if \( F \) is a bilinear operator; that is, if \( F \) is linear in each argument. More precisely, \( F \) is a bilinear operator if

\[
F[\alpha_1 u_1 + \hat{\alpha}_1 \hat{u}_1, \alpha_2 u_2 + \hat{\alpha}_2 \hat{u}_2] = \alpha_1 \alpha_2 F[u_1, u_2] + \alpha_1 \hat{\alpha}_2 F[u_1, \hat{u}_2] \tag{109}
\]

for all real \( \alpha_1, \hat{\alpha}_1, \alpha_2, \hat{\alpha}_2 \) and all input signals \( u_1(k), \hat{u}_1(k), u_2(k), \) and \( \hat{u}_2(k) \).

The main part of the discussion here will be concerned with developing a more explicit form for the input/output representation. A simple way to accomplish this is to consider bilinear input/output systems that are realizable by a general class of state equations. Then special properties of these state equations can be used to obtain properties of the corresponding input/output representation. I will pursue this approach for bilinear input/output systems that are realizable by state equations of the form

\[
x(k+1) = f[x(k), u_1(k), u_2(k)], \quad k = 0, 1, 2, \ldots
\]

\[
y(k) = h(x(k)), \quad x(0) = 0 \tag{110}
\]

where \( x(k) \) is the \( n \)-dimensional state vector, and \( f \) and \( h \) are assumed to be analytic functions satisfying \( f(0,0,0) = 0 \) and \( h(0) = 0 \). The choice of the equilibrium initial state at zero and the analyticity requirements can be relaxed in various ways without changing the essential features of the results. Also, more general output equations, namely those of the form

\[
y(k) = h[x(k), u_1(k), u_2(k)]
\]

can be handled by the methods to be used, although the formulas and block diagrams become more complicated.
The next step is to use power series expansions of \( f \) and \( h \) in (110) to rewrite the state equation description, and then to consider input signals of the form indicated in (109). By writing \( x(k) \) and \( y(k) \) as expansions in terms of \( \alpha_1, \hat{\alpha}_1, \alpha_2, \) and \( \hat{\alpha}_2, \) and imposing the bilinear input/output condition (109), various terms in the resulting variational equations can be eliminated to obtain a simpler state equation. I will simplify this procedure somewhat by imposing the input/output condition (implied by (109))

\[
F[\alpha_1 u_1, \alpha_2 u_2] = \alpha_1 \alpha_2 F[u_1, u_2] \quad (111)
\]

Removing terms in the state equation that are incompatible with (111) will yield a simple structural form for realizations of bilinear input/output systems. (It will become more or less apparent that further simplification is not obtained by imposing the more complicated condition (109), although a proof of this fact will not be given.)

Using the familiar Kronecker product notation, the state equation (110) can be written in the form

\[
x(k+1) = A_1 x(k) + A_2 x(k) \otimes x(k) + D_1 x(k) u_1(k) + D_2 x(k) u_2(k) + b_1 u_1(k) + b_2 u_2(k) + b_3 u_1(k) u_2(k) + \cdots
\]

\[
y(k) = c_1 x(k) + c_2 x(k) \otimes x(k) + \cdots \quad (112)
\]

where only the terms that enter into the subsequent development are displayed. For input signals \( \alpha_1 u_1(k) \) and \( \alpha_2 u_2(k) \), assume

\[
x(k) = \alpha_1 x_1(k) + \alpha_2 x_2(k) + \alpha_1 \alpha_2 x_3(k) + \cdots \quad (113)
\]

Again, only those terms in \( \alpha_1 \) and \( \alpha_2 \) are displayed that will yield an output \( y(k) \) consistent with (111). Substituting (113) into the state equation and equating coefficients of like terms in \( \alpha_1, \alpha_2, \) and \( \alpha_1 \alpha_2, \) yields the following state equation description for the bilinear input/output system represented by (110):

\[
x_1(k+1) = A_1 x_1(k) + b_1 u_1(k), \quad x_1(0) = 0
\]

\[
x_2(k+1) = A_1 x_2(k) + b_2 u_2(k), \quad x_2(0) = 0
\]

\[
x_3(k+1) = A_1 x_3(k) + A_2 [x_1(k) \otimes x_2(k) + x_2(k) \otimes x_1(k)] + D_1 x_2(k) u_1(k) + D_2 x_1(k) u_2(k) + b_3 u_1(k) u_2(k), \quad x_3(0) = 0
\]

\[
y(k) = c_1 x_3(k) + c_2 [x_1(k) \otimes x_2(k) + x_2(k) \otimes x_1(k)] \quad (114)
\]

This set of equations can be put into a simpler form, although at considerable expense in dimension, by applying the Carleman linearization idea to the equation for \( x_3(k) \). Let

\[
\hat{x}_3(k) = x_1(k) \otimes x_2(k) + x_2(k) \otimes x_1(k) \quad (115)
\]

Then a straightforward computation shows that \( \hat{x}_3(k) \) satisfies
\[ \hat{x}_3(k+1) = A_1 \otimes A_1 \hat{x}_3(k) + [A_1 \otimes b_1 + b_1 \otimes A_1] x_2(k) u_1(k) + [A_1 \otimes b_2 + b_2 \otimes A_1] x_2(k) u_2(k) \]

where \( \hat{x}_3(0) = 0 \). Now let

\[ z_3(k) = \begin{bmatrix} x_3(k) \\ \hat{x}_3(k) \end{bmatrix} \]

and combine the equations for \( x_3(k) \) and \( \hat{x}_3(k) \) to obtain

\[ z_3(k+1) = \begin{bmatrix} A_1 & A_2 \\ 0 & A_1 \otimes A_2 \end{bmatrix} z_3(k) + \begin{bmatrix} D_1 \\ A_1 \otimes b_1 + b_1 \otimes A_1 \end{bmatrix} x_2(k) u_1(k) + \begin{bmatrix} D_2 \\ A_1 \otimes b_2 + b_2 \otimes A_1 \end{bmatrix} x_1(k) u_2(k) + \begin{bmatrix} b_3 \\ b_1 \otimes b_2 + b_2 \otimes b_1 \end{bmatrix} u_1(k) u_2(k) \]

Of course, the output equation can be written in the form

\[ y(k) = [c_1 \ c_2] z_3(k) \]

Summarizing in a simpler notation, the bilinear input/output system (110) also can be described by a state equation of the form

\[ x_1(k+1) = A_1 x_1(k) + b_1 u_1(k), \quad x_1(0) = 0 \]

\[ x_2(k+1) = A_1 x_2(k) + b_2 u_2(k), \quad x_2(0) = 0 \]

\[ x_3(k+1) = A_3 x_3(k) + D_1 x_2(k) u_1(k) + D_2 x_1(k) u_2(k) + b_3 u_1(k) u_2(k), \quad x_3(0) = 0 \]

\[ y(k) = c \ x_3(k) \]

\[ \begin{array}{c}
D_1(zI - A_1)^{-1} b_1 \\
\Pi \\
D_2(zI - A_2)^{-1} b_2 \\
\Pi \\
D_3(zI - A_3)^{-1} \end{array} \]

\[ \begin{array}{c}
\Sigma \\
v \\
\Pi \\
\Pi \\
y \rightarrow \end{array} \]

**Figure 6.1.** Interconnection realization of a bilinear input/output system.

The simple structural form of (120) is indicated by the interconnection diagram shown in Figure 6.1, where vector quantities are denoted by double arrows. Of course, this interconnection realization is usually far from minimal since the dimension of the state
reduced Kronecker product, but the result still would be far from minimal.

A concrete form for the input/output representation of a bilinear input/output system described by (110) can be derived from the interconnection structure shown in Figure 6.1. The derivation involves the familiar procedure of tracing the various signals through the diagram until the output signal is reached. Clearly, for $k > 0$,

$$D_2 x_1(k) u_2(k) = \sum_{j_2=0}^{k-1} D_2 A_1^{k-j_2-1} b_1 u_1(j_2) u_2(k)$$

$$D_1 x_2(k) u_1(k) = \sum_{j_2=0}^{k-1} D_1 A_1^{k-j_2-1} b_2 u_1(k) u_2(j_2)$$

$$v(k) = D_2 x_1(k) u_2(k) + D_1 x_2(k) u_1(k) + b_3 u_1(k) u_2(k)$$

$$y(k) = \sum_{j_1=0}^{k-1} c A_3^{k-j_1-1} v(j_1)$$ (121)

Putting these equations together gives the input/output formula

$$y(k) = \sum_{j_1=0}^{k-1} \sum_{j_2=0}^{j_1-1} c A_3^{k-j_1-1} D_2 A_1^{j_1-j_2-1} b_1 u_1(j_2) u_2(j_1)$$

$$+ \sum_{j_1=0}^{k-1} \sum_{j_2=0}^{j_1-1} c A_3^{k-j_1-1} D_1 A_1^{j_1-j_2-1} b_2 u_1(j_1) u_2(j_2)$$

$$+ \sum_{j_1=0}^{k-1} c A_3^{k-j_1-1} b_3 u_1(j_1) u_2(j_1)$$

Thus, a bilinear input/output system described by (110) can be represented in the form

$$y(k) = \sum_{j_1=0}^{k-1} \sum_{j_2=0}^{j_1-1} h(k-j_1, k-j_2) u_1(j_1) u_2(j_2)$$ (123)

where, after some rearrangement of (122), the kernel is given by

$$h(i_1, i_2) = \begin{cases} 
    c A_3^{i_1-1} D_1 A_1^{i_1-i_2-1} b_2 , & 0 < i_1 < i_2 \\
    c A_3^{i_1-1} D_2 A_1^{i_1-i_2-1} b_1 , & 0 < i_2 < i_1 \\
    c A_3^{i_1-1} b_3 , & 0 < i_1 = i_2 \\
    0 , & \text{otherwise}
\end{cases}$$ (124)

In addition to representing a bilinear input/output system, it is apparent that (123) corresponds to a causal and stationary system.
Using the 2-variable z-transform, a transfer function representation can be defined for bilinear input/output systems:

\[ H(z_1, z_2) = \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} h(i_1, i_2)z_1^{-i_1}z_2^{-i_2} \]  

(125)

The special structure for the kernel as displayed in (124) also implies a special structure for the transfer function. Substituting (124) into (125) gives

\[
H(z_1, z_2) = \sum_{i_1=1}^{\infty} \sum_{i_2=i_1+1}^{\infty} cA_3^{i_1-1}D_1A_1^{i_1-i_2-1}b_2z_1^{-i_1}z_2^{-i_2} \\
+ \sum_{i_1=1}^{\infty} \sum_{i_2=i_1+1}^{\infty} cA_3^{i_1-1}D_2A_1^{i_1-i_2-1}b_1z_1^{-i_1}z_2^{-i_2} \\
+ \sum_{i_1=i_2=1}^{\infty} cA_3^{i_1-1}b_3z_1^{-i_1}z_2^{-i_2} \]  

(126)

To illustrate the remainder of the calculation, I will work out the first term on the right side of (126) in detail. Replacing the summation index \(i_2 = i_2 - i_1 - 1\) and using the identity

\[
\sum_{i=0}^{\infty} A_i z^{-i} = z(I - A)^{-1} \]

(127)

allows the first term to be rewritten as follows:

\[
\sum_{i_1=1}^{\infty} \sum_{i_2=i_1+1}^{\infty} cA_3^{i_1-1}D_1A_1^{i_1-i_2-1}b_2z_1^{-i_1}z_2^{-i_2} = \sum_{i_1=1}^{\infty} cA_3^{i_1-1}D_1(z_2I - A_1)^{-1}b_2(z_1z_2)^{-i_1} \\
= c(z_1z_2I - A_3)^{-1}D_1(z_2I - A_1)^{-1}b_2 \\
\]

Performing this kind of calculation on the remaining two terms in (126) yields

\[
H(z_1, z_2) = c(z_1z_2I - A_3)^{-1}D_1(z_2I - A_1)^{-1}b_2 \\
+ c(z_1z_2I - A_3)^{-1}D_2(z_1I - A_1)^{-1}b_1 + c(z_1z_2I - A_3)^{-1}b_3 \]  

(128)

Thus a general form has been obtained for the transfer function of a bilinear input/output system that can be described by a state equation of the form (110).

I will leave further discussion of the theory of bilinear input/output systems to the literature cited in Section 6.8. It should be clear at this point that such systems can be studied using methods similar to those developed for Volterra/Wiener representations. Input/output calculations in the transform domain involve the association-of-variables technique, and for certain types of input signals explicit response formulas can be derived. The structural form of the transfer function (or kernel) can be used to describe elementary conditions for realizability in terms of an interconnection structure. Finally, the reader surely has noticed that by setting \(u_1(k) = u_2(k) = u(k)\), the bilinear input/output system
reduces to a homogeneous system of degree 2. All of this indicates the symbiotic relationship between research in multilinear input/output systems and in homogeneous systems.

6.7 Two-Dimensional Linear Systems

The theory of multidimensional linear systems involves representations that resemble the Volterra/Wiener representation for nonlinear systems. Two-dimensional, stationary, discrete-time linear systems constitute the most widely studied case, and I will discuss the basics of this theory in order to exhibit the connections to nonlinear system theory. Motivation for the study of two-dimensional discrete-time systems comes principally from the processing (or filtering) of two-dimensional signals, notably in image or array processing, and geophysics.

The basic input/output representation for a two-dimensional, stationary, discrete-time linear system can be written in the form

\[ y(k_1,k_2) = \sum_{i_1=0}^{k_1} \sum_{i_2=0}^{k_2} h(k_1-i_1,k_2-i_2)u(i_1,i_2), \quad k_1,k_2 = 0,1,2,\ldots \] (129)

The input \( u(k_1,k_2) \) and output \( y(k_1,k_2) \) are real two-dimensional (or, doubly indexed) signals that are defined for integer arguments, but that are assumed to be zero if either argument is negative. Linearity is easily verified: in the obvious notation, the response to \( \alpha u_1(k_1,k_2) + \beta u_2(k_1,k_2) \) is \( \alpha y_1(k_1,k_2) + \beta y_2(k_1,k_2) \) for any scalars \( \alpha \) and \( \beta \). Stationarity corresponds to a delay invariance property, which, in the context of (129), can be stated as follows. If \( u_2(k_1,k_2) = u_1(k_1-K_1,k_2-K_2) \), then \( y_2(k_1,k_2) = y_1(k_1-K_1,k_2-K_2) \) for all nonnegative integer pairs \( K_1, K_2 \). Notice that the concept of causality is not mentioned, though something vaguely like that is built into the representation. The reader might enjoy consulting his muse on the types of operations on an array of data \( u(k_1,k_2) \) that might be described by (129).

Using the 2-variable z-transform, and the convolution property in Theorem 6.4, gives the input/output representation

\[ Y(z_1,z_2) = H(z_1,z_2)U(z_1,z_2) \] (130)

where \( H(z_1,z_2) = Z[h(k_1,k_2)] \) is called the transfer function of the system. It should be immediately obvious from earlier chapters how to use (130) to investigate the response properties of the system for various classes of input signals.

**Example 6.10** The simplest (nonzero) input signal is the unit pulse input, which is defined in the two-dimensional setting by

\[ u_0(k_1,k_2) = \begin{cases} 
1, & k_1 = k_2 = 0 \\
0, & \text{otherwise} 
\end{cases} \]
From (129), the response clearly is
\[ y(k_1,k_2) = h(k_1,k_2), \quad k_1,k_2 = 0,1,2, \cdots \]
or, since \( U_0(z_1,z_2) = 1 \),
\[ Y(z_1,z_2) = H(z_1,z_2) \]

Of course, in a digital filtering context it is the steady-state frequency response properties of the system that are of prime importance. It is rather easy to work out these properties, and therefore that task is left to Section 6.9.

There are several types of state equation representations that can be adopted for the study of two-dimensional linear systems. I will work with the general form
\[
x(k_1+1,k_2+1) = A_1 x(k_1,k_2) + A_2 x(k_1,k_2+1) + B_1 u(k_1+1,k_2) + B_2 u(k_1,k_2+1)
\]
\[ y(k_1,k_2) = c x(k_1,k_2), \quad k_1,k_2 = 0,1,2, \cdots \] (131)

where \( x(k_1,k_2) \) is an \( n \times 1 \) vector. Iterating this equation for the first few values of \( k_1 \) and \( k_2 \) shows that the initial conditions, more appropriately called boundary conditions, required for solution are the values \( x(k_1,0), k_1 = 0,1, \cdots \), and \( x(0,k_2), k_2 = 0,1, \cdots \). This multiplicity of boundary conditions indicates that \( x(k_1,k_2) \) is not a state vector for the system in any precise sense of the term. That is, knowledge of the value of \( x(k_1,k_2) \) and the input signal does not suffice to determine the value of \( x(k_1+K_1,k_2+K_2) \). Stated in the context of array processing, a single value of \( x(k_1,k_2) \) does not specify the "state" of the array. Rather, the equation for \( x(k_1,k_2) \) gives the recursion necessary to specify the array in a pointwise fashion. Thus I will call \( x(k_1,k_2) \) a local state vector for the two-dimensional system, and call \( n \) the local dimension of the system (there goes the terminology, again). Further consideration of the nature of a "global state" will be left to the literature since my interest here is more mechanical than philosophical.

There are intuitive ways to arrive at a choice for the form of the local state equation for two-dimensional systems. This intuition is based on viewing the system as an array processor, and imagining various methods by which the values in the array might be generated. I will go through one of these just to provide motivation for the choice in (131).

**Example 6.11** Suppose the values \( y(k_1,k_2) \) in a certain array can be generated by a combination of a horizontal recursion and a vertical recursion. Let \( x_h(k_1,k_2) \) be the local horizontal state, and \( x_v(k_1,k_2) \) be the local vertical state, and suppose the local states propagate according to
\[
x_h(k_1+1,k_2) = A_1 x_h(k_1,k_2) + A_2 x_v(k_1,k_2) + B_1 u(k_1,k_2)
\]
\[
x_v(k_1,k_2+1) = A_3 x_h(k_1,k_2) + A_4 x_v(k_1,k_2) + B_2 u(k_1,k_2)
\]
\[ y(k_1,k_2) = c_1 x_h(k_1,k_2) + c_2 x_v(k_1,k_2), \quad k_1,k_2 = 0,1, \cdots \] (132)

Of course, the input signal \( u(k_1,k_2) \) must be specified, and it is clear that the boundary
conditions that must be specified are the values of \( x_h(0,k_2) \), and \( x_v(k_1,0) \) (the left-hand and bottom edges of the array). These local state equations can be put into the form (131) by defining \( x(k_1,k_2) \) as

\[
x(k_1,k_2) = \begin{bmatrix} x_h(k_1,k_2) \\ x_v(k_1,k_2) \end{bmatrix}
\]

Then a straightforward calculation gives

\[
x(k_1+1,k_2+1) = \begin{bmatrix} 0 & 0 \\ A_3 & A_4 \end{bmatrix} x(k_1+1,k_2) + \begin{bmatrix} A_1 & A_2 \\ 0 & 0 \end{bmatrix} x(k_1,k_2+1)
\]

\[
+ \begin{bmatrix} B_1 \\ 0 \end{bmatrix} u(k_1,k_2+1) + \begin{bmatrix} 0 \\ B_2 \end{bmatrix} u(k_1+1,k_2)
\]

\[
y(k_1,k_2) = [c_1 \ c_2] x(k_1,k_2)
\]

which shows that (132) can be viewed as a special case of (131).

The transfer function corresponding to the local state equation in (131) is easy to compute using the result of Problem 6.3. For zero boundary conditions, the state equation can be written in the transform-domain form

\[
z_1 z_2 X(z_1,z_2) = A_1 z_1 X(z_1,z_2) + A_2 z_2 X(z_1,z_2) + B_1 z_1 U(z_1,z_2) + B_2 z_2 U(z_1,z_2) \tag{133}
\]

Solving gives

\[
X(z_1,z_2) = (z_1 z_2 I - A_1 z_1 - A_2 z_2)^{-1}(B_1 z_1 + B_2 z_2) U(z_1,z_2) \tag{134}
\]

so that the input/output relationship takes the form

\[
Y(z_1,z_2) = c (z_1 z_2 I - A_1 z_1 - A_2 z_2)^{-1}(B_1 z_1 + B_2 z_2) U(z_1,z_2) \tag{135}
\]

Thus the transfer function corresponding to (131) can be written in the form

\[
H(z_1,z_2) = c (z_1 z_2 I - A_1 z_1 - A_2 z_2)^{-1}(B_1 z_1 + B_2 z_2) \tag{136}
\]

From the transform-domain solution of the local state equation, an "array-domain" solution can be derived as follows. Using an identity of the form (127) permits writing the matrix inverse in (134) in the form

\[
(z_1 z_2 I - A_1 z_1 - A_2 z_2)^{-1} = \sum_{i=0}^{\infty} (A_1 z_1 + A_2 z_2)^{i}(z_1 z_2)^{-i-1} = \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} A^{i_1,i_2} z_1^{-i_1} z_2^{-i_2} \tag{137}
\]

where \( A^{i_1,i_2} \) might appropriately be called the two-dimensional transition matrix. Equating coefficients of like terms in (137) shows that the first few values of \( A^{i_1,i_2} \) are
\[ A^{0,1} = A^{0,0} = 0, \quad i = 0, 1, 2, \cdots \]

\[ A^{1,1} = I, \quad A^{1,2} = A_1, \quad A^{1,3} = A^2_1 \]

\[ A^{2,1} = A_2, \quad A^{3,1} = A^2_2, \quad A^{2,2} = A_1 A_2 + A_2 A_1 \]  

(138)

Now the convolution property, Theorem 6.4 in in Section 6.2, conjunction with (137) and (134) can be used to obtain an expression for the local state. First note that

\[ X(z_1, z_2) = (\sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} A^{i_1,i_2} z_1^{-i_1} z_2^{-i_2})(B_1 z_1 + B_2 z_2) \sum_{j_1=0}^{\infty} \sum_{j_2=0}^{\infty} u(j_1,j_2)z_1^{-j_1} z_2^{-j_2} \]

\[ = \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \sum_{j_1=0}^{\infty} \sum_{j_2=0}^{\infty} z_1 A^{i_1,i_2} B_1 u(j_1,j_2)z_1^{-i_1-j_1} z_2^{-i_1-j_1} \]

\[ + \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} \sum_{j_1=0}^{\infty} \sum_{j_2=0}^{\infty} z_2 A^{i_1,i_2} B_2 u(j_1,j_2)z_1^{-i_1-j_1} z_2^{-i_1-j_1} \]  

(139)

Replacing \( j_1 \) by \( k_1 = j_1 + i_1 \) and \( j_2 \) by \( k_2 = j_2 + i_2 \), and making use of the "one-sidedness" of the input signal gives

\[ X(z_1, z_2) = \sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} \sum_{i_1=0}^{k_1} \sum_{i_2=0}^{k_2} z_1 A^{i_1,i_2} B_1 u(k_1-i_1,k_2-i_2)z_1^{-k_1} z_2^{-k_2} \]

\[ + \sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} \sum_{i_1=0}^{k_1} \sum_{i_2=0}^{k_2} z_2 A^{i_1,i_2} B_2 u(k_1-i_1,k_2-i_2)z_1^{-k_1} z_2^{-k_2} \]  

(140)

It follows that the solution of the local state equation (131) is given by

\[ x(k_1,k_2) = \sum_{i_1=0}^{k_1} \sum_{i_2=0}^{k_2} (A^{i_1+1,i_2} B_1 + A^{i_1,i_2+1} B_2) u(k_1-i_1,k_2-i_2) \]  

(141)

There are a number of structural features of local state equations of the form (131) that are similar to familiar properties in one-dimensional linear system theory. To illustrate, I will briefly discuss reachability and observability concepts for local state equations.

**Definition 6.3** A state \( x_1 \) of the local state equation (131) is called a **reachable state** (from zero boundary conditions) if there exists an input signal such that for some \( K_1,K_2 \leq \infty \), \( x(K_1,K_2) = x_1 \). The local state equation is called **reachable** if every state is reachable.

From (141) it is clear that a state \( x_1 \) is a reachable state if and only if

\[ x_1 \in \text{span} \left( A^{i_1+1,i_2} B_1 + A^{i_1,i_2+1} B_2 \right) \bigg| i_1,i_2 = 0, 1, \cdots \]  

(142)

Before restating this condition in the traditional form of a rank condition for reachability
of the state equation, it is necessary to establish the following result (which is related to a
two-dimensional version of the Cayley-Hamilton Theorem).

**Lemma 6.3** For the two-dimensional state transition matrix defined in (137),

\[
\text{span} \{ A^{i_1,i_2} \mid i_1,i_2 = 0,1,\ldots \} = \text{span} \{ A^{i_1,i_2} \mid i_1,i_2 = 0,1,\ldots,n \}
\]  

**Proof** Expressing the matrix inverse in (137) in the classical adjoint-over-determinant
form gives

\[
\text{adj} (z_1 z_2 I - A_1 z_1 - A_2 z_2) = \det (z_1 z_2 I - A_1 z_1 - A_2 z_2) \sum_{i_1=0}^{\infty} \sum_{i_2=0}^{\infty} A^{i_1,i_2} z_1^{-i_1} z_2^{-i_2}
\]

On the left side of this expression there are no terms with nonpositive powers of \(z_1\) or \(z_2\).
On the right side, \(\det (z_1 z_2 I - A_1 z_1 - A_2 z_2)\) is a polynomial of degree \(n\) in \(z_1\) and degree \(n\)
in \(z_2\), while the nonzero terms in the double summation can occur only for \(i_1,i_2 \geq 1\). Thus
equating coefficients of like terms of the form \(z_1^{-i_1} z_2^{-i_2}\), \(i_1,i_2 \geq 0\), shows that when \(i_1 > n\) or
\(i_2 > n\) there is a nontrivial linear combination of the matrices \(A^{i_1,i_2}\) that is zero. Clearly
this conclusion implies (143).

**Theorem 6.10** The local state equation (131) is reachable if and only if the matrix

\[
\begin{bmatrix}
B_1 & B_2 & A^{1,1} B_1 & A^{1,1} B_1 & A^{2,1} B_1 + A^{1,2} B_2 & \cdots & A^{n+1,1} B_1 + A^{n,n+1} B_2
\end{bmatrix}
\]

has (full) rank \(n\).

**Proof** Although sparsely denoted, the matrix in (144) contains as columns all \(n \times 1\)

vectors of the form \((A^{i_1+1,i_2} B_1 + A^{i_1,i_2+1} B_2)\) with \(i_1 \leq n, i_2 \leq n\). Thus, the result is an easy

consequence of Lemma 6.3 and the condition for state reachability in (142).

The appropriate definition of observability for the local state equation (131) is based
on the nonexistence of boundary conditions that at the output are indistinguishable from
the zero boundary conditions.

**Definition 6.4** The local state equation (131) is called *observable* if there is no set of
nonzero boundary conditions such that with identically zero input, the output is identically
zero.

The development of conditions to characterize observability can be based on an
analysis of the response of (131) to zero inputs and nonzero boundary conditions. Such an
analysis followed by an application of Lemma 6.3 leads to Theorem 6.11, the proof of
which is left to the reader.

**Theorem 6.11** The local state equation (131) is observable if and only if the matrix
has (full) rank $n$.

At the time of this writing, a realization theory for two-dimensional linear systems in terms of local state equations of the form (131) has not been completely worked out. It is clear from (136) that proper rationality of a given transfer function $H(z_1, z_2)$ is a necessary condition for realizability. Further inspection reveals that another necessary condition is that both the numerator and denominator polynomials of $H(z_1, z_2)$ must be zero when $z_1 = z_2 = 0$. In other words, these polynomials must not have nonzero constant terms. These necessary conditions also are sufficient, and a proof can be given by constructing a realization for a general transfer function that satisfies the conditions. To write out such a realization would be tiresome, so I will indicate vaguely what one looks like with an example and leave the general form to the literature.

**Example 6.12** Consider the two-dimensional linear system described by

$$H(z_1, z_2) = \frac{b_{10}z_1 + b_{01}z_2}{z_1z_2 + a_{10}z_1 + a_{01}z_2}$$

A simple calculation shows that a realization for this system is

$$x(k_1 + 1, k_2 + 1) = \begin{bmatrix} 0 & 0 \\ -a_{01} & -a_{10} \end{bmatrix} x(k_1 + 1, k_2) + \begin{bmatrix} -a_{01} & -a_{10} \\ 0 & 0 \end{bmatrix} x(k_1, k_2 + 1) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(k_1 + 1, k_2) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(k_1, k_2 + 1)$$

$$y(k_1, k_2) = \begin{bmatrix} b_{01} & b_{10} \end{bmatrix} x(k_1, k_2)$$

where all the initial conditions are zero.

Of course, the construction of minimal-dimension realizations for two-dimensional linear systems is of great interest, and much remains to be done in this area. In the onedimensional case, the concepts of reachability and observability are useful tools in developing a theory of minimal realizations. However, the following example shows that in the two-dimensional case the situation is more complicated, and that perhaps the reachability and observability definitions discussed earlier are not the best choices.

**Example 6.13** For the transfer function

$$H(z_1, z_2) = \frac{z_1 - z_2}{z_1z_2 + z_1 + z_2}$$
the realization given in Example 6.12 becomes
\[
x(k_1+1,k_2+1) = \begin{bmatrix} 0 & 0 \\ -1 & -1 \end{bmatrix} x(k_1+1,k_2) + \begin{bmatrix} -1 & -1 \\ 0 & 0 \end{bmatrix} x(k_1,k_2+1)
+ \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(k_1+1,k_2) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(k_1,k_2+1)
\]

\[
y(k_1,k_2) = [1 \quad -1] x(k_1,k_2)
\]

A quick calculation shows that this local state equation is both reachable and observable. But it is not minimal since another realization is given by
\[
x(k_1+1,k_2+1) = -x(k_1+1,k_2) - x(k_1,k_2+1) + u(k_1+1,k_2) - u(k_1,k_2+1)
\]

\[
y(k_1,k_2) = x(k_1,k_2)
\]

Finally, it is easy to show that a bilinear input/output system (or for that matter, a degree-2 homogeneous system) can be modeled using a two-dimensional linear system. This involves nothing more than comparing the transform-domain input/output equations for the two classes of systems. Such a comparison shows that a bilinear input/output system with transfer function \( H(z_1,z_2) \) can be viewed as follows. From the input signals \( u_1(k) \) and \( u_2(k) \), form an array \( u(k_1,k_2) = u_1(k_1)u_2(k_2) \). Process this array with the two-dimensional linear system with transfer function \( H(z_1,z_2) \) to obtain the array \( y(k_1,k_2) \). Then set \( y(k) = y(k,k) \), that is, let \( y(k) \) be the diagonal of the array. Schematically this implementation is shown in Figure 6.2.

---

**6.8 Remarks and References**

**Remark 6.1** Early works dealing with Volterra series representations for discrete-time systems include


All of these papers discuss the basic time-domain and transform-domain representations for discrete-time systems.

**Remark 6.2** The development of state-affine realization theory in Section 6.4 is drawn from


The first of these papers contains a further discussion of the division-deletion method given in Example 6.3 for computing $H_{reg}$ from $H_{sym}$. Another approach to the state-affine realization question is given in


It should be noted that the papers by Frazho and Sontag cover much more general systems than those discussed in Section 6.4. Also, the noncommutative series approach (Remark 4.3) can be used in the discrete-time case. See


**Remark 6.3** Calculations of the output mean, auto- and cross-correlations, and spectral densities for a discrete-time system with white noise input are given in


The treatment of orthogonal representations in Section 6.5 is based on

This paper treats a number of additional topics, a few of which will be discussed in Chapter 7. A detailed discussion of the properties of Hermite polynomials with regard to nonlinear system theory can be found in


**Remark 6.4** The theory of multilinear input/output systems, in particular bilinear input/output systems, was spurred by


The basic interconnection structure representation for such a system was presented in


Both of these papers use modern algebraic representations and the Nerode equivalence concept in essential ways. More recent works that continue the development from abstract viewpoints include


The methods I have used to introduce the theory of bilinear input/output systems follow more closely those in


Further developments regarding the structure shown in Figure 6.1 can be found in

and a discussion of the difficulties involved in the minimal realization problem for multilinear input/output systems is given in


**Remark 6.5** There has been a rapid growth of interest in the theory of multidimensional linear systems since the early 1970s. Several aspects of this theory are discussed in the special issue on multidimensional systems of the *Proceedings of the IEEE*, Vol. 65, 1977. The particular local state equation representation I have considered was introduced in


The general form for the realization of a given transfer function given there can be adapted to the setting in Section 6.7. The local state equation discussed in Example 6.9 is introduced in


The relation between bilinear input/output systems and linear two-dimensional systems given in Section 6.7 is exploited to study stability and realization properties of bilinear input/output systems in


**6.9 Problems**

6.1. Suppose two homogeneous, discrete-time, nonlinear systems are connected in cascade. Derive an expression for a kernel for the overall system in terms of the subsystem kernels.

6.2. If $Z[f(k)] = F(z)$, find the 2-variable z transform $Z[f(k_1 + k_2)]$.

6.3. If

$$Z[f(k_1, \ldots, k_n)] = F(z_1, \ldots, z_n)$$

show that

$$Z[f(k_1+1,k_2, \ldots, k_n)] = z_1 F(z_1, \ldots, z_n) - f(0,k_2, \ldots, k_n)$$
6.4. Using a block-form bilinear realization, show that the response of a degree-\(n\) (greater than 1), homogeneous, discrete-time system to an input of the form

\[ u(k) = \delta_0(k) + a_1 \delta_0(k - K_1) + \cdots + a_{n-2} \delta_0(k - K_{n-2}) \]

is identically zero.

6.5. Compute the symmetric transfer function of the state-affine realization in Example 6.6 using a discrete-time version of the growing exponential method.

6.6. Write the state-affine state equation (56) in the form

\[
\begin{align*}
  x(k+1) &= A_0 x(k) + A[u(k)] x(k) + b[u(k)] \\
  y(k) &= c[u(k)] x(k) + d[u(k)]
\end{align*}
\]

with the obvious definitions of the functions \(A(u), b(u), c(u),\) and \(d(u)\). Then show the input/output relationship for the system can be written in the form

\[
y(k) = \sum_{n=1}^N \sum_{i_1=0}^k \cdots \sum_{i_n=0}^k c[u(k)] A_0^{i_n - 1} A[u(k - i_n)] A_0^{i_{n-1} - 1} A[u(k - i_{n-1} - i_n)] \\
  \cdots A_0^{i_2 - 1} A[u(k - i_2 - \cdots - i_n)] A_0^{i_1 - 1} b[u(k - i_1 - \cdots - i_n)]
\]

6.7. Suppose a discrete-time, homogeneous system is described by the proper, recognizable regular transfer function \(H_{reg}(z_1, \ldots, z_n)\). Derive a formula for the steady-state response of the system to the input \(u(k) = 2A\cos(\omega k)\).

6.8. Suppose \(u(k)\) is a real random signal defined on \(k = 0, 1, \ldots, K\). Discuss the possibilities of using the system diagramed below as an autocorrelation computer.

6.9. Complete the details in the proof of Theorem 6.9.

6.10. For a system described by (107), derive an expression for the output autocorrelation \(R_{yy}(j)\).

6.11. Verify the realization in Example 6.12.
CHAPTER 7
IDENTIFICATION

The term identification will be used in a very broad sense to mean the obtaining of information about the kernels or transfer functions in a Volterra/Wiener representation of an unknown system from input/output experiments. This information usually will be in the form of values of the kernels or transfer functions for particular numerical values of the arguments. However, I also will discuss some simple parameter identification problems that arise when a particular structure is assumed for the unknown system, or when an expansion of the kernels in terms of known functions is assumed. It will become clear in the course of the discussion that much remains to be done.

Stationary polynomial systems will be considered, and usually the input/output experiments will involve the application of input signals of one of the types considered in Chapter 5 or Section 6.5. As a matter of convenience, sometimes the discussion will be in terms of continuous-time systems, and sometimes in terms of discrete-time systems.

7.1 Introduction

The determination of kernel values for an unknown system from a general input/output experiment is a linear problem. This is most easily demonstrated for the case of a discrete-time, polynomial system where, for technical simplicity, it is assumed that the system has finite memory $M$, and that the degree-0 term is zero. Assuming one-sided input signals, such a system can be described by the triangular kernel representation

$$y(k) = \sum_{n=1}^{N} \sum_{i_1=0}^{M} \sum_{i_2=0}^{i_1} \cdots \sum_{i_n=0}^{i_{n-1}} h_{nri}(i_1, \ldots, i_n)u(k-i_1) \cdots u(k-i_n) \quad (1)$$

Now suppose that for the input-signal values $u(0), \ldots, u(K)$, the corresponding output-signal values $y(0), \ldots, y(K)$ are known. Then it is straightforward from (1) to write a linear matrix equation in terms of the unknown kernel values:

$$Y = HU \quad (2)$$

where

$$Y = [y(0), y(1), \ldots, y(K)]^T$$
$$H = [h_{nri}(i_1, \ldots, i_n)]_{n=1}^{N} \sum_{i_1=0}^{M} \sum_{i_2=0}^{i_1} \cdots \sum_{i_n=0}^{i_{n-1}}$$
$$U = [u(k), u(k-1), \ldots, u(0)]$$
\[ Y = [y(0) \cdots y(K)] \]

\[ H = [h_1(0) h_1(1) \cdots h_1(M) h_{2\text{tri}}(0,0) h_{2\text{tri}}(1,0) h_{2\text{tri}}(1,1) \cdots h_{N\text{tri}}(M,\ldots,M)] \]

and

\[
U = 
\begin{bmatrix}
    u(0) & u(1) & \cdots \\
    0 & u(0) & \cdots \\
    0 & 0 & \cdots \\
    u^2(0) & u^2(1) & 0 & u(0)u(1) & 0 & u^2(0) & 0 & 0 \\
    u^N(0) & 0 & \cdots \\
\end{bmatrix}
\]

Now it is clear that if \( K \) is such that \( U \) is a square matrix, and if \( U \) is invertible, then the kernel values are given by \( H = YU^{-1} \). If \( K \) is larger or smaller than this value, or if \( U \) is not invertible, then least-squares techniques such as pseudo-inversion can be used to obtain approximations to the kernel values.

While this development indicates the nature of the kernel-determination problem, it should be clear that the dimensions involved are very large in most cases of interest. For example, there are on the order of \((M+1)^n\) values of a degree \( n \) kernel with memory \( M \). As a result, the solution of the linear equation \( Y = HU \) can be quite difficult. These considerations lead naturally to the introduction of approximation techniques involving expansions of the kernels in terms of known functions.

Suppose it is assumed that each of the triangular kernels in (1) can be represented as a linear combination of products of known functions \( \phi_0(k), \phi_1(k), \cdots, \phi_J(k) \). In particular, it is assumed that

\[
h_{n\text{tri}}(k_1,\ldots,k_n) = \sum_{j_1=0}^J \sum_{j_2=0}^J \cdots \sum_{j_n=0}^J \alpha_{j_1,\ldots,j_n} \phi_{j_1}(k_1) \cdots \phi_{j_n}(k_n) \quad (4)
\]

Then (1) can be rewritten in the form

\[
y(k) = \sum_{n=1}^N \sum_{i_1=0}^J \cdots \sum_{i_n=0}^J \alpha_{j_1,\ldots,j_n} \sum_{i_1=0}^M \cdots \sum_{i_n=0}^M \phi_{j_1}(i_1) \cdots \phi_{j_n}(i_n) u(k-i_1) \cdots u(k-i_n) \quad (5)
\]

or, in a simpler notation,

\[
y(k) = \sum_{n=1}^N \sum_{j_1=0}^J \cdots \sum_{j_n=0}^J \alpha_{j_1,\ldots,j_n} \Phi_{j_1,\ldots,j_n}(k) \quad (6)
\]

with the obvious definition of \( \Phi_{j_1,\ldots,j_n}(k) \). For a known input signal \( u(0),u(1),\ldots,u(K) \) and known corresponding response \( y(0),y(1),\ldots,y(K) \), the \( \Phi_{j_1,\ldots,j_n}(k) \) are known, and
yields a set of linear equations for the unknown coefficients $\alpha_j, \ldots, j$. If $J$ is small, then the dimension of the system of equations is much smaller than the dimension of (2). That is, there can be many fewer expansion coefficients than kernel values.

Further investigation of the details of these general approaches will be left to the reader. For the remainder of the chapter, I will be concerned with identification methods based on particular types of input signals.

### 7.2 Identification Using Impulse Inputs

Continuous-time linear system identification based on the impulse response is widely discussed, even on occasion used, and so it seems necessary to discuss the corresponding situation for the nonlinear case. The reader should be forewarned, however, that the theoretical discussion has only limited potential for application. Suppose a degree-$n$ homogeneous system is described by

$$y(t) = \int_0^t h_{\text{nsym}}(t-\sigma_1, \ldots, t-\sigma_n)u(\sigma_1) \cdots u(\sigma_n) \, d\sigma_1 \cdots d\sigma_n$$  \hspace{1cm} (7)

Then from Section 5.1, the response to $u_0(t) = \delta_0(t)$ is $y_0(t) = h_{\text{nsym}}(t, \ldots, t)$. The response to

$$u_{p-1}(t) = \delta_0(t) + \delta_0(t-T_1) + \cdots + \delta_0(t-T_{p-1})$$  \hspace{1cm} (8)

for $p = 2, 3, \ldots, n$, where $T_1, \ldots, T_{p-1}$ are distinct positive numbers, is

$$y_p(t) = \sum_m \frac{n!}{m_1! \cdots m_p!} h_{\text{nsym}}(t, \ldots, t; \cdots, t-T_{p-1}, \ldots, t-T_{p-1})$$  \hspace{1cm} (9)

where $\sum_m$ is a $p$-fold sum over all integers $m_1, \ldots, m_p$ such that $0 \leq m_i \leq n$, and $m_1 + \cdots + m_p = n$. Based on these response formulas, an identification strategy for homogeneous systems is easy to explain for the degree-2 case.

For a degree-2 system, the responses to $u_0(t)$ and $u_1(t)$ are, respectively,

$$y_0(t) = h_{2\text{sym}}(t, t)$$

$$y_1(t) = h_{2\text{sym}}(t, t) + 2h_{2\text{sym}}(t, t-T_1) + h_{2\text{sym}}(t-T_1, t-T_1)$$  \hspace{1cm} (10)

Thus, the values of the symmetric kernel at equal arguments are given directly by values of $y_0(t)$. To determine the value of the symmetric kernel at any two distinct arguments, say $t_1$ and $t_2$, with $t_1 > t_2$, simply take $T_1 = t_1 - t_2$ for then (10) easily gives

$$h_{2\text{sym}}(t_1, t_2) = \frac{1}{2} [y_1(t_1) - y_0(t_1) - y_0(t_2)]$$  \hspace{1cm} (11)

This kind of analysis can be generalized to degree-$n$ homogeneous systems. That is, values of the system kernel at particular arguments can be found by properly combining the set of system responses to a set of input signals of the form $u_0(t), \ldots, u_{n-1}(t)$, as given
The precise details of the general calculation are messy, and so I will leave them to the motivated reader and the literature.

The kind of calculation just covered can also be used in the polynomial system case. Again the degree-2 case will illustrate the development. Consider a system described by

\[ y(t) = \int_0^t h_1(t-\sigma)u(\sigma)d\sigma + \int_0^t h_{2sym}(t-\sigma_1,t-\sigma_2)u(\sigma_1)u(\sigma_2)d\sigma_1d\sigma_2 \] (12)

The responses to \( u_0(t) \) and \( u_1(t) \) from (8) are listed below:

\[ y_0(t) = h_1(t) + h_{2sym}(t,t) \]
\[ y_1(t) = h_1(t) + h_1(t-T_1) + h_{2sym}(t,t) + 2h_{2sym}(t,t-T_1) + h_{2sym}(t-T_1,t-T_1) \] (13)

Now, to show how to determine the value of the degree-2 kernel \( h_{2sym}(t_1,t_2) \) for specified \( t_1 > t_2 \), I can proceed just as in the degree-2 homogeneous case. Setting \( T_1 = t_1 - t_2 \), an easy calculation gives

\[ h_{2sym}(t_1,t_2) = \frac{1}{2} [y_1(t_1) - y_0(t_1) - y_0(t_2)] \] (14)

But what about the degree-1 kernel? It is clear from (13) that values of this kernel must be separated from values of the degree-2 kernel at equal arguments. The issue of interpolation arises here, and one approach is to notice that \( 2u_0(t) \) yields the response

\[ y_2(t) = 2h_1(t) + 4h_{2sym}(t,t) \] (15)

Then \( y_0(t) \) and \( y_2(t) \) yield a set of equations that can be written in vector form

\[ \begin{bmatrix} y_0(t) \\ y_2(t) \end{bmatrix} = \begin{bmatrix} 1 & 1 \\ 2 & 4 \end{bmatrix} \begin{bmatrix} h_1(t) \\ h_{2sym}(t,t) \end{bmatrix} \] (16)

Solving yields

\[ h_1(t) = 2y_0(t) - \frac{1}{2} y_2(t) \]
\[ h_{2sym}(t,t) = -y_0(t) + \frac{1}{2} y_2(t) \] (17)

Thus, these types of kernel values can be obtained at any value of \( t \geq 0 \).

For higher-degree polynomial systems, this analysis can be continued. But the details become increasingly fussy, and the interpolation idea involving impulses of various weights becomes increasingly barren from a feasibility viewpoint. Thus I drop the subject here, although similar ideas will arise in conjunction with less drastic input signals.

The question of how these symmetric-kernel evaluations might be used depends very much on the situation at hand. In most of the applications to date, sufficient values have been obtained to make plots of the kernel, and these have been analyzed to determine characteristics of the system. Little can be said in general since the analysis depends so
much on the physical system being modeled.

From a general viewpoint, the ability to determine a mathematical model of a system from kernel values depends critically on the assumptions that are made about the (unknown) system. For example, a functional form for the kernels might be assumed, in which case the determination of the parameters in the functional form is another step in the system identification process. This kind of assumption can be conveniently implemented by assuming an interconnection structure for the unknown system, or by assuming the system can be described by a particular type of state-equation realization. Since little can be said about the general case at present, I will be content with a simple example which, incidently, indicates that the symmetric kernel is not always the most convenient choice of representation.

**Example 7.1** Suppose it is known that a system can be described by a differential equation of the form

$$\ddot{y}(t) + a_1 \dot{y}(t) + a_0 y(t) = b_0 u(t) + d_0 y(t)u(t)$$

or, equivalently, the bilinear state equation \((A,D,b,c,R^2)\):

$$\dot{x}(t) = \begin{bmatrix} 0 & 1 \\ -a_0 & -a_1 \end{bmatrix} x(t) + \begin{bmatrix} 0 & 0 \\ d_0 & 0 \end{bmatrix} x(t)u(t) + \begin{bmatrix} 0 \\ b_0 \end{bmatrix} u(t)$$

$$y(t) = [1 \ 0] x(t)$$

To avoid trivial cases, assume \(b_0,d_0 \neq 0\). The results of Problem 5.1, in conjunction with the general form

$$h_{n \text{reg}}(t_1,\ldots,t_n) = ce^{At}De^{At-1}D\cdots e^{A_{n-1}}b,$$  \(n = 1,2,\ldots\)

give the unit-impulse response of the system in the form

$$y_0(t) = \sum_{n=1}^{\infty} h_{\text{reg}}(0,\ldots,0,t) = h_1(t) = ce^{At}b$$

where the facts that \(D^2 = 0\) and \(Db = 0\) have been used. Now, it can be assumed from linear system theory that \(c, A,\) and \(B\), equivalently, \(a_0, a_1,\) and \(b_0\) can be calculated from this unit-impulse response. To determine \(D\), that is, \(d_0\), the response of the system to \(\delta_0(t) + \delta_0(t-T), T > 0\) will be used. This response can be written in the form

$$y_1(t) = \sum_{n=1}^{\infty} [h_{\text{reg}}(0,\ldots,0,t) + h_{\text{reg}}(0,\ldots,0,T,t-T)$$

$$+ h_{\text{reg}}(0,\ldots,0,T,0,t-T) + \cdots + h_{\text{reg}}(0,\ldots,0,t-T)]$$

$$= ce^{At}b + ce^{A(t-T)}b\delta_{-1}(t-T) + ce^{A(t-T)}De^{AT}b\delta_{-1}(t-T)$$

It is left as an easy exercise to show that since \(c, A,\) and \(b\) are known, \(d_0\) can be computed.
from the value of \( y_1(t) \) for any \( t > T \).

### 7.3 Identification Based on Steady-State Frequency Response

The steady-state response of homogeneous and polynomial systems to sinusoidal inputs provides the basis for another approach to the identification problem. The ideas are similar to well known linear-system frequency response methods for finding values of the transfer function. Specifically, suppose a stable linear system is described by the transfer function \( H(s) \). Then, following the review in Section 5.2, the (complex) value of \( H(i\omega) \) for fixed, real \( \omega \) can be determined by measuring the magnitude and phase of the steady-state response to \( u(t) = 2A\cos(\omega t) \). Actually, two evaluations are determined since \( H(-i\omega) \) is given by the complex conjugate of the measured complex number \( H(i\omega) \).

Again I will begin the discussion of nonlinear systems by considering a degree-2 homogeneous system described in terms of the symmetric transfer function. From Section 5.2, the steady-state response to \( u(t) = 2A\cos(\omega t) \) is

\[
y_{ss}(t) = 2A^2 H_{2sym}(i\omega, -i\omega) + 2A^2 |H_{2sym}(i\omega, i\omega)| \cos(2\omega t + \angle H_{2sym}(i\omega, i\omega))
\]  

(18)

Thus, the values of \( H_{2sym}(i\omega, -i\omega) \) and \( H_{2sym}(i\omega, i\omega) \) can be determined. But this does not provide enough information in general to uniquely determine the system transfer function.

**Example 7.2** Consider the degree-2 systems shown in Figure 7.1. Either by computing the symmetric transfer functions and substituting into (18), or by tracing the input \( 2A\cos(\omega t) \) through the systems, it can be shown that the steady-state responses to single-tone inputs are identical. Also it can be verified that the responses to other types of inputs are not identical, although this should be clear. The calculations are as boring as the result is unfortunate, and thus I omit the details.

---

**Figure 7.1.** The systems considered in Example 7.2.
These give the real frequency term

\[ f_i \]
and the coefficient of \( e^{i(\omega_3 + \omega_2 + \omega_n)t} \) is

\[ 3!A_1A_2A_3H_{3sym}(-i\omega_1, -i\omega_2, -i\omega_3) \]

These give the real frequency term

\[ 3!2A_1A_2A_3 |H_{3sym}(i\omega_1, i\omega_2, i\omega_3)| \cos[(\omega_1 + \omega_2 + \omega_3)t + \angle H_3(i\omega_1, i\omega_2, i\omega_3)] \]

If the frequencies \( \omega_1, \omega_2, \) and \( \omega_3 \) are incommensurable, this frequency term will be distinct and the amplitude and phase can be measured to obtain the value \( H_{3sym}(i\omega_1, i\omega_2, i\omega_3) \). This result extends directly to the degree-\( n \) case, where the response to an \( n \)-tone input can be used to determine the value of \( H(i\omega_1, \ldots, i\omega_n) \).

Finding these transfer function evaluations in the polynomial system case is greatly complicated by the fact that higher-degree homogeneous subsystems contribute steady-state response terms at the same frequencies as the lower-degree subsystems. As a simple example, suppose a polynomial system is composed of just degree-1 and degree-3 homogeneous subsystems. If the input \( 2A\cos(\omega t) \) is applied, then the steady-state response is
\[ y_{ss}(t) = 2A \left| H_1(i\omega) \right| \cos(\omega t + \angle H_1(i\omega)) \]
\[ + 2A^3 \left| H_{3\text{sym}}(i\omega,i\omega,-i\omega) \right| \cos(\omega t + \angle H_{3\text{sym}}(i\omega,i\omega,-i\omega)) \]
\[ + 2A^3 \left| H_{3\text{sym}}(i\omega,i\omega,i\omega) \right| \cos(3\omega t + \angle H_{3\text{sym}}(i\omega,i\omega,i\omega)) \] (23)

Of course, the two terms at frequency \(\omega\) can be combined into one term using standard identities. But the point is that the degree-3 homogeneous subsystem contributes to the frequency components needed to determine \(H_1(i\omega)\).

It is instructive to pursue this example a little further. The response of the system to the input
\[ u(t) = 2A_1 \cos(\omega_1 t) + 2A_2 \cos(\omega_2 t) + 2A_3 \cos(\omega_3 t) \] (24)
will contain a term at the frequency \(\omega_1 + \omega_2 + \omega_3\). Furthermore, this component will be distinct if the three input frequencies are incommensurable. This indicates that values of the degree-3 subsystem transfer function \(H_{3\text{sym}}(i\omega_1,i\omega_2,i\omega_3)\) can be determined just as before. However, the reader can easily verify that the difficulty in determining values of \(H_1(i\omega)\) remains. For instance, \(H_{3\text{sym}}(i\omega_1,i\omega_2,-i\omega_2), H_{3\text{sym}}(i\omega_1,i\omega_3,-i\omega_3)\), and \(H_1(i\omega_1)\) all contribute to the frequency-\(\omega_1\) term in the steady-state response.

This situation brings up the problem of determining a symmetric transfer function from its evaluations. It is to be expected that certain assumptions will be needed on the structure of the transfer function, although just what these should be is unclear. In the linear case, it usually is assumed that the transfer function \(H(s)\) is a strictly proper rational function, and sometimes \(H(s)\) is assumed to be of known degree \(n\). Then there are many methods for determining the transfer function from a set of evaluations of the form \(H(i\omega)\). This approach is unrealistic when it is assumed that \(n\) is known, although it provides a simple starting point for further study. Unfortunately, such a general starting point is unavailable at present in the nonlinear case. Thus, I will abandon the general situation and illustrate one approach with a simple class of polynomial systems. Suitably severe restrictions will be imposed on the form of the homogeneous-subsystem transfer functions so that they can be easily determined from evaluations of the type that arise from frequency-response measurements.

Suppose an unknown nonlinear system is known to have the interconnection structure shown in Figure 7.2,

\[ \begin{array}{c}
\text{\(u\)} \quad \text{\(G_1(s)\)} \quad \text{\(a_N(.)^N + a_{N-1(.)}^{N-1} + \ldots + a_1(.)\)} \quad \text{\(G_2(s)\)} \quad \text{\(y\)}
\end{array} \]

\text{Figure 7.2. A cascade interconnection structure.}

where it is assumed that the linear subsystems are stable. Furthermore, since constant multipliers can be distributed throughout the cascade in any number of ways, it is assumed that \(G_1(0) = G_2(0) = 1\). The interconnection structure is equivalent to assuming that the
symmetric transfer functions for the system have the form

\[ H_{\text{nsym}}(s_1, \ldots, s_n) = a_n G_1(s_1) \cdots G_1(s_n) G_2(s_1 + \cdots + s_n), \quad n = 1, 2, \ldots, N \] (25)

I hardly need repeat that this structural assumption is quite severe. However, it will permit the determination of the subsystem transfer functions, at least in principle, from simple measurements of the steady-state frequency response. In fact, only single-tone inputs will be required, regardless of the value of \( N \).

The results of Section 5.2 can be applied to easily calculate the steady-state frequency response of a system of the form shown in Figure 7.2. For an input

\[ u(t) = 2A \cos(\omega t) \]

the steady-state response can be written in the form

\[ y_{ss}(t) = f_0(A, i\omega) + 2 \sum_{n=1}^{N} |f_n(A, i\omega)| \cos[n\omega t + \angle f_n(A, i\omega)] \] (26)

where

\[ f_0(A, i\omega) = \sum_{k=1}^{[N/2]} \binom{2k}{k} A^{2k}a_{2k}G_1^k(i\omega)G_1^k(-i\omega) \]

\[ f_n(A, i\omega) = \sum_{k=0}^{([N-n]/2)} \binom{n+2k}{n+k} A^{n+2k}a_{n+2k}G_1^{n+k}(i\omega)G_1^k(-i\omega)G_2(in\omega), \] (27)

\[ n = 1, 2, \ldots, N \]

where \([x]\) indicates the greatest integer \(\leq x\).

There are several approaches that can be used to determine the linear-subsystem transfer functions and the coefficients in the polynomial nonlinearity. I will discuss a very simple method that requires only single-tone inputs (including constant inputs), and that does not require the measurement of relative phase. However, for reasons that will become clear shortly, it must be assumed that \( G_1(s) \) and \( G_2(s) \) are minimum-phase transfer functions.

The first step is to determine the coefficients \(a_1, a_2, \ldots, a_N\) by measuring the steady-state response to step-function inputs at various amplitudes. The steady-state response of the system to \( u(t) = A\delta(t) \) is

\[ y_{ss}(t) = a_1A + a_2A^2 + \cdots + a_NA^N \]

Therefore, measuring the (constant) value of \( y_{ss}(t) \) for \( N \) different input amplitudes gives the coefficient values by polynomial interpolation.

The determination of the linear-subsystem transfer functions \( G_1(s) \) and \( G_2(s) \) will be accomplished from amplitude measurements on the fundamental frequency component of the steady-state response to inputs of the form \( u(t) = 2A \cos(\omega t) \). In other words, measurements of \( |f_1(A, i\omega)| \) for various values of \( A \) and \( \omega \) will be used. For definiteness it is assumed that \( N \) is odd so that \( f_1(A, i\omega) \) can be written out in the form
\[
f_1(A, i\omega) = G_1(i\omega)G_2(i\omega)[Aa_1 + \left(\frac{3}{2}\right)A^3a_3|G_1(i\omega)|^2
+ \cdots + \frac{N}{N+1}A^Na_N|G_1(i\omega)|^{N-1}]
\]  

Since \(f_1(A, i\omega)\) is given in the form of a product of a simple complex function of \(\omega\) and a complicated real function of \(\omega\), it is a simple matter to compute the corresponding squared-magnitude function:

\[
|f_1(A, i\omega)|^2 = |G_1(i\omega)|^2|G_2(i\omega)|^2[Aa_1 + \left(\frac{3}{1}\right)A^3a_3|G_1(i\omega)|^2
+ \cdots + \frac{N}{N+1}A^Na_N|G_1(i\omega)|^{N-1}]^2
\]

\[
= A^2a_1^2|G_1(i\omega)|^2|G_2(i\omega)|^2 + 2\left(\frac{3}{2}\right)A^4a_1a_3|G_1(i\omega)|^4|G_2(i\omega)|^2
+ \cdots + \frac{N}{N+1}A^{2N}a_N^2|G_1(i\omega)|^{2N}|G_2(i\omega)|^2
\]  

(28)

Now, an identification strategy can be outlined as follows, assuming \(a_1, a_3 \neq 0\) for convenience. For fixed frequency \(\omega_1\), \(|f_1(A, i\omega_1)|^2\) is a polynomial in \(A^2\). Thus, measuring the amplitude of the fundamental of the responses to a suitable number of different amplitude inputs with frequency \(\omega_1\) permits calculation of the coefficients

\[
P_1(\omega_1) = a_1^2|G_1(i\omega_1)|^2|G_2(i\omega_1)|^2
\]

\[
P_2(\omega_1) = a_1a_3|G_1(i\omega_1)|^4|G_2(i\omega_1)|^2
\]

by polynomial interpolation. Therefore,

\[
|G_1(i\omega_1)|^2 = \frac{a_1^2}{a_1a_3} \frac{P_2(\omega_1)}{P_1(\omega_1)}
\]

\[
|G_2(i\omega_1)|^2 = \frac{a_1a_3}{a_1^3} \frac{P_2^2(\omega_1)}{P_2(\omega_1)}
\]

This process can be repeated for various values of \(\omega_1\) so that the squared-magnitude functions for the linear subsystems can be determined as functions of \(\omega\). Then using the minimum-phase assumption, and the normalization \(G_1(0) = G_2(0) = 1\), the transfer functions \(G_1(s)\) and \(G_2(s)\) can be computed using well known methods in linear system theory.
7.4 Identification Using Gaussian White Noise Excitation

This technique is an extension of a well known cross-correlation technique for the identification of a stationary linear system. To review briefly, suppose that the input to a linear system described by

\[ y(t) = \int_{-\infty}^{\infty} h(\sigma)u(t-\sigma)\,d\sigma \]  

(30)

is real, stationary Gaussian white noise with mean zero and intensity \( A \). Then forming the product

\[ y(t)u(t-T_1) = \int_{-\infty}^{\infty} h(\sigma)u(t-\sigma)u(t-T_1)\,d\sigma, \quad T_1 \geq 0 \]  

(31)

and taking the expected value of both sides gives

\[ E[y(t)u(t-T_1)] = \int_{-\infty}^{\infty} h(\sigma)E[u(t-\sigma)u(t-T_1)]\,d\sigma \]

\[ = \int_{-\infty}^{\infty} h(\sigma)A\delta_0(\sigma-T_1)\,d\sigma \]

\[ = Ah(T_1) \]  

(32)

Thus, values of the kernel can be obtained from the obvious kind of input/output experiment based on (32). Of course, it is crucial from an implementation viewpoint that the ergodicity assumption be satisfied. For then the expected value is given by a time average, and (32) can be rewritten in the form

\[ h(T_1) = \frac{1}{A} \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} y(t)u(t-T_1)\,dt \]  

(33)

An implementation of this identification approach is diagramed in Figure 7.3.

**Figure 7.3.** Cross-correlation identification of a linear system.

A very similar analysis leads to a very similar procedure for determining values of the symmetric kernel of a degree-\( n \) homogeneous system. The salient features are made
apparent by the degree-2 case, so suppose the input to the system

\[ y(t) = \int_{-\infty}^{\infty} h_{2\text{sym}}(\sigma_1, \sigma_2)u(t-\sigma_1)u(t-\sigma_2)\, d\sigma_1\, d\sigma_2 \]  

(35)

is Gaussian white noise just as before. I assume that the kernel is symmetric for reasons that will become apparent when terms are added up (below). Now, for \( T_1, T_2 \geq 0, T_1 \neq T_2 \),

\[ E[y(t)u(t-T_1)u(t-T_2)] = \int_{-\infty}^{\infty} h_{2\text{sym}}(\sigma_1, \sigma_2)E[u(t-\sigma_1)u(t-T_1)u(t-T_2)]\, d\sigma_1\, d\sigma_2 \]  

(35)

The expectation on the right side can be expanded to give

\[ E[y(t)u(t-T_1)u(t-T_2)] = A^2 \int_{-\infty}^{\infty} h_{2\text{sym}}(\sigma_1, \sigma_2)\delta_0(\sigma_2-\sigma_1)\delta_0(T_2-T_1)\, d\sigma_1\, d\sigma_2 
+ A^2 \int_{-\infty}^{\infty} h_{2\text{sym}}(\sigma_1, \sigma_2)\delta_0(T_1-\sigma_1)\delta_0(T_2-\sigma_2)\, d\sigma_1\, d\sigma_2 
+ A^2 \int_{-\infty}^{\infty} h_{2\text{sym}}(\sigma_1, \sigma_2)\delta_0(T_2-\sigma_1)\delta_0(T_1-\sigma_2)\, d\sigma_1\, d\sigma_2 \]

\[ = A^2 \delta_0(T_2-T_1) \int_{-\infty}^{\infty} h_{2\text{sym}}(\sigma, \sigma)\, d\sigma + 2A^2h_{2\text{sym}}(T_1, T_2) \]  

(36)

Since \( T_1 \neq T_2 \), (36) yields

\[ h_{2\text{sym}}(T_1, T_2) = \frac{1}{2A^2} E[y(t)u(t-T_1)u(t-T_2)] \]  

(37)

Imposing the ergodicity assumption permits (37) to be written in the time-average form

\[ h_{2\text{sym}}(T_1, T_2) = \frac{1}{2A^2} \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} y(t)u(t-T_1)u(t-T_2)\, dt, \ T_1 \neq T_2 \]  

(38)

An implementation of (38) is diagramed in Figure 7.4.
Figure 7.4. Cross-correlation identification method for a degree-2 system.

For $T_1 = T_2 \geq 0$, this approach breaks down because for white noise $E[u^2(t)]$ does not exist. Traditionally, this is sidestepped by either of the claims: 1) in any implementation of the method, $u(t)$ is actually not white, 2) the values $h_{2\text{sym}}(T,T)$ can be obtained by continuous extension of values $h_{2\text{sym}}(T_1,T_2)$ for $T_1 \neq T_2$. Either claim can be valid under appropriate circumstances, but it will be seen in due course that this "diagonal value" issue can cause important difficulties.

For general degree-$n$ homogeneous systems, the cross-correlation identification method is based on the relationship

$$h_{n\text{sym}}(T_1, \ldots, T_n) = \frac{1}{n! A^n} E[y(t)u(t-T_1) \cdots u(t-T_n)]$$

where $T_1, \ldots, T_n$ are distinct, nonnegative numbers. The derivation of this formula is left as an exercise, the solution to which is essentially contained in a calculation later in this section.

To consider the application of the cross-correlation approach to polynomial systems, a degree-3 polynomial system will be used:

$$y(t) = \int_{-\infty}^{\infty} h_1(\sigma_1)u(t-\sigma_1) \, d\sigma_1$$

$$+ \int_{-\infty}^{\infty} h_{3\text{sym}}(\sigma_1,\sigma_2,\sigma_3)u(t-\sigma_1)u(t-\sigma_2)u(t-\sigma_3) \, d\sigma_1 d\sigma_2 d\sigma_3$$

Computing the input/output cross-correlation $E[y(t)u(t-T_1)u(t-T_2)u(t-T_3)]$ gives

$$E[y(t)u(t-T_1)u(t-T_2)u(t-T_3)] = Ah_1(T_1)\delta_0(T_3-T_2) + Ah_1(T_2)\delta_0(T_3-T_1)$$

$$+ Ah_1(T_3)\delta_0(T_2-T_1) + 3! A^3 h_{3\text{sym}}(T_1,T_2,T_3)$$

Thus, for $T_1, T_2, T_3$ distinct, the degree-3 polynomial case is just like the degree-3 homogeneous case in giving
\[ h_{3\text{sym}}(T_1, T_2, T_3) = \frac{1}{3!A^3} E[y(t)u(t-T_1)u(t-T_2)u(t-T_3)] \]

Computing the cross-correlation \( E[y(t)u(t-T_1)] \) gives

\[
E[y(t)u(t-T_1)] = A h_1(T_1) + 3A^2 \int_{-\infty}^{\infty} h_{3\text{sym}}(\sigma, \sigma, T_1) \, d\sigma \tag{40}
\]

Therefore, determining values of the degree-1 kernel involves the degree-3 kernel with not all arguments distinct. Unless the integral term in (40) can be approximated accurately using appropriate approximate values of \( h_{3\text{sym}}(\sigma, \sigma, T_1) \), the degree-1 kernel values cannot be isolated. Of course, there are hypotheses, usually quite restrictive, that can ameliorate the situation. Often these hypotheses can be conveniently phrased in terms of an assumed interconnection structure for the unknown system.

**Example 7.2** Suppose a system is known to have the interconnection structure shown in Figure 7.5.

\[ u \quad \text{\( h(t) \)} \quad \Sigma \quad \text{\( y \)} \quad \text{\( a_2 \cdot \)} \]

*Figure 7.5.* A degree-2 polynomial system.

Then the input/output representation can be written in the form

\[
y(t) = \int_{-\infty}^{\infty} h(\sigma)u(t-\sigma) \, d\sigma + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} a_2 h(\sigma_1)h(\sigma_2)u(t-\sigma_1)u(t-\sigma_2) \, d\sigma_1 d\sigma_2
\]

With an input that is a sample function from a zero-mean, white Gaussian random process with intensity \( A \), the mean of the response is

\[
E[y(t)] = \int_{-\infty}^{\infty} h(\sigma)E[u(t-\sigma)] \, d\sigma + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} a_2 h(\sigma_1)h(\sigma_2)E[u(t-\sigma_1)u(t-\sigma_2)] \, d\sigma_1 d\sigma_2
\]

\[
= a_2 A \int_{-\infty}^{\infty} h^2(\sigma) \, d\sigma
\]

The input/output cross-correlation is given by
\[ R_{yu}(\tau) = E[y(t)u(t-\tau)] \]
\[ = \int h(\sigma)E[u(t-\sigma)u(t-\tau)] \, d\sigma \]
\[ + \int \int a_2 h(\sigma_1)h(\sigma_2)E[u(t-\sigma_1)u(t-\sigma_2)u(t-\tau)] \, d\sigma_1 d\sigma_2 \]
\[ = A h(\tau) \]

Thus, values of the kernel can be computed from input/output cross-correlations. And if a sufficient number of values are computed to approximate the integral, then the constant \( a_2 \) can be computed from the response mean.

The general difficulties encountered in the polynomial system case can be circumvented by adopting the Wiener orthogonal representation. (Another important reason for using the Wiener representation is suggested in Problem 7.5.) Suppose that a system can be described by

\[ y(t) = \sum_{n=0}^{N} G_n[k_n,u(t)] \] (41)

where, as given in Section 5.5,

\[ G_n[k_n,u(t)] = \sum_{i=0}^{[n/2]} \frac{(-1)^i n! A^i}{2^i(n-2i)!i!} \int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_{n-2i}, \tau_1, \tau_1, \ldots, \tau_i, \tau_i) \]
\[ d\tau_1 \cdots d\tau_i u(t-\sigma_1) \cdots u(t-\sigma_{n-2i}) d\sigma_1 \cdots d\sigma_{n-2i} \] (42)

Following the notation in Section 5.5, the Wiener kernels are symmetric despite the absence of the subscript "sym". Now the identification problem can be viewed as the problem of determining the symmetric function \( k_n(t_1, \ldots, t_n) \) which specifies \( G_n[k_n,u(t)] \), \( n = 0,1,\ldots,N \).

The procedure again involves products of delayed versions of the Gaussian white noise input. Such a product, \( u(t-T_1) \cdots u(t-T_n) \), can be viewed as a degree-\( n \) homogeneous operator on the input, and this viewpoint allows use of the orthogonality property of the Wiener operators. (Recall that the homogeneous operator \( u(t-T_1) \cdots u(t-T_n) \) can be written in integral form using impulsive kernels, but there seems to be little reason to do so for the following calculation.)

First note that the expected value of the output is

\[ E[y(t)] = \sum_{n=0}^{N} E[G_n[k_n,u(t)]] \] (43)

and, using the result established in the proof of Theorem 5.1, the degree-0 Wiener kernel is given by
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The value of the degree-1 Wiener kernel \( k_1(t) \), at \( t = T_1 \geq 0 \) is found as follows. First,

\[
E[y(t)u(t-T_1)] = E\left[\sum_{n=0}^{N} G_n[k_n,u(t)]u(t-T_1)\right]
\]

\[
= E[G_0[k,u(t)]u(t-T_1)] + E[G_1[k,u(t)]u(t-T_1)]
\]

(45)

where the fact that Wiener operators of degree \( > 1 \) are orthogonal to any degree-1 operator has been used. In a more explicit notation,

\[
E[y(t)u(t-T_1)] = k_0 E[u(t-T_1)] + \int_{-\infty}^{\infty} k_1(\sigma)E[u(t-\sigma)u(t-T_1)]d\sigma
\]

so that

\[
k_1(T_1) = \frac{1}{A} E[y(t)u(t-T_1)]
\]

(46)

Of course, under an ergodicity hypothesis this calculation can be implemented as a time average.

Now I press on to the determination of the degree-2 Wiener kernel. For distinct nonnegative numbers \( T_1 \) and \( T_2 \), the evaluation \( k_2(T_1,T_2) \) can be found by noting that

\[
E[y(t)u(t-T_1)u(t-T_2)] = E\left[\sum_{n=0}^{N} G_n[k_n,u(t)]u(t-T_1)u(t-T_2)\right]
\]

\[
= E[k_0u(t-T_1)u(t-T_2)] + \int_{-\infty}^{\infty} k_1(\sigma)u(t-\sigma)u(t-T_1)u(t-T_2)d\sigma
\]

\[
+ \int_{-\infty}^{\infty} k_2(\sigma_1,\sigma_2)u(t-\sigma_1)u(t-\sigma_2)u(t-T_1)u(t-T_2)d\sigma_1d\sigma_2
\]

\[
- A \int_{-\infty}^{\infty} k_2(\sigma) d\sigma u(t-T_1)u(t-T_2)
\]

\[
= Ak_0\delta_0(T_1-T_2) + 2A^2 k_2(T_1,T_2)
\]

(47)

Thus, since \( T_1 \neq T_2 \),

\[
k_2(T_1,T_2) = \frac{1}{2A^2} E[y(t)u(t-T_1)u(t-T_2)]
\]

(48)
The degree-$m$ ($\leq N$) Wiener kernel is evaluated in a similar fashion. For $T_1, \ldots, T_m$ distinct nonnegative numbers, the calculation can be outlined as follows:

$$E[y(t)u(t-T_1) \cdot \cdot \cdot u(t-T_m)] = E[\sum_{n=0}^{N} G_n[k_n,t]u(t-T_1) \cdot \cdot \cdot u(t-T_m)]$$

(49)

By the orthogonality property,

$$E[y(t)u(t-T_1) \cdot \cdot \cdot u(t-T_m)] = \sum_{n=0}^{m} E[G_n[k_n,t]u(t-T_1) \cdot \cdot \cdot u(t-T_m)]$$

(50)

Changing to a more explicit notation and using (42) gives

$$E[y(t)u(t-T_1) \cdot \cdot \cdot u(t-T_m)] = \sum_{n=0}^{\infty} \int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_n)E[u(t-\sigma_1) \cdot \cdot \cdot u(t-\sigma_n)$$

$$u(t-T_1) \cdot \cdot \cdot u(t-T_m)] d\sigma_1 \cdot \cdot \cdot d\sigma_n$$

$$+ \sum_{n=0}^{m} \sum_{i=1}^{[n/2]} \frac{(-1)^{n} m! \cdot i!}{2^i(n-2i)!} \int_{-\infty}^{\infty} k_n(\sigma_1, \ldots, \sigma_{n-2i}, \tau_1, \tau_1, \ldots, \tau_i, \tau_i)E[u(t-\sigma_1) \cdot \cdot \cdot u(t-\sigma_{n-2i})$$

$$u(t-T_1) \cdot \cdot \cdot u(t-T_m)] d\tau_1 \cdot \cdot \cdot d\tau_i d\sigma_1 \cdot \cdot \cdot d\sigma_{n-2i}$$

(51)

In the first summation in (51), the expected value can be rewritten as a sum of products of impulses. When $n = m$ further analysis of the integrations indicates that two types of terms will arise: those that contain a factor $\delta_0(T_i-T_j)$, and those that contain no impulse, but rather an evaluation of the kernel for some permutation of arguments $T_1, \ldots, T_m$. Since the $T_j$’s are distinct, all those terms with impulse factors will be zero, and it can be shown that the remaining terms give, by symmetry of the kernel, $m! A^m k_m(T_1, \ldots, T_m).$

When $n < m$ in the first summation in (51), there are two cases. If $n + m$ is odd, then the expected value is zero. If $n + m$ is even, then each term in the expected value will contain a factor of the form $\delta_0(T_i-T_j)$, and so again zero is obtained. For similar reasons, all the terms in the second summation in (51) yield 0. Thus,

$$k_m(T_1, \ldots, T_m) = \frac{1}{m! A^m} E[y(t)u(t-T_1) \cdot \cdot \cdot u(t-T_m)]$$

(52)

under the hypothesis that the $T_j$’s are distinct.

The reader undoubtedly is convinced by now of the crucial nature of the distinct $T_j$ assumption. Unfortunately, this causes an important difficulty when it is the symmetric Volterra kernel that is of interest. To convert the Wiener representation (41) into a Volterra series representation, the various terms of like degree in (41) must be gathered together. Recalling Theorem 5.3, the degree-$n$ symmetric kernel in a Volterra series representation of the system in (41) is given by
\[ h_{\text{asym}}(t_1, \ldots, t_n) = \sum_{m=0}^{(N-n)/2} \frac{(-1)^m (m+2)! A^m}{n! m! 2^m} \]

\[ \int_0^\infty k_{n+2m}(t_1, \ldots, t_n, \sigma_1, \sigma_1, \ldots, \sigma_m, \sigma_m) \, d\sigma_1 \cdots d\sigma_m \]  

It is clear that values of the symmetric Volterra kernel even for distinct arguments depend on values of the Wiener kernels for indistinct arguments.

A way to avoid the diagonal difficulty is to use the residual

\[ y(t) - \sum_{n=0}^{m-1} G_n[k_n, u(t)] \]

rather than just the response \( y(t) \) in the computation of kernel values. It can be shown (see Problem 7.4) that for any nonnegative values \( T_1, \ldots, T_m \),

\[ k_m(T_1, \ldots, T_m) = \frac{1}{m! A^m} E \left[ (y(t) - \sum_{n=0}^{m-1} G_n[k_n, u(t)]) u(t-T_1) \cdots u(t-T_m) \right] 

Example 7.3 The difficulty in determining kernel values for nondistinct arguments does not arise in the discrete-time case. When the input is a stationary, zero-mean, white Gaussian random process with intensity \( A \), Theorem 6.9 can be simplified using the results of Example 6.8 to give the following relationships.

\[ k_0 = E[y(k_0)] \]

\[ k_1(i_1) = \frac{1}{A} E[y(k_0) u(k_0 - i_1)] \]

\[ k_2(i_1, i_2) = \begin{cases} 
\frac{1}{2A^2} E[y(k_0) u(k_0 - i_1) u(k_0 - i_2)], & i_1 \neq i_2 \\
\frac{1}{2A^2} E[y(k_0) u^2(k_0 - i_1) - A)], & i_1 = i_2 
\end{cases} \]

The higher-degree kernels are given by similar formulas.

Just as in the case of Volterra kernels, the question of how to use the values of the Wiener kernels is difficult. Again I will indicate one approach by investigating further the case where a particular interconnection structure is assumed. A side benefit is that in the course of the development there will be occasion to exercise a number of the tools that have been developed for manipulating Volterra series and Wiener series representations.

Suppose an unknown system is known to have the interconnection structure shown in Figure 7.6, where the two linear systems are assumed to be stable, minimum phase, and such that \( G_1(0) = G_2(0) = 1 \). Notice that here the Fourier transform notation is being used so that the linear subsystems are specified in terms of system functions.
Proceeding as in the case of transfer functions, it is easy to show that in terms of the subsystem system functions, symmetric Volterra system functions are given by

\[ H_{\text{sym}}(\omega_1, \ldots, \omega_n) = a_n G_1(\omega_1) \cdots G_1(\omega_n) G_2(\omega_1 + \cdots + \omega_n), \quad n = 1, 2, \ldots, N \quad (56) \]

Then from Problem 5.14, the Wiener system functions, the Fourier transforms of the Wiener kernels, are given by

\[ K_n(\omega_1, \ldots, \omega_n) = \sum_{j=0}^{[(N-n)/2]} \frac{(n+2j)!a_n a_{n+j}}{n!j!2^j} G_1(\omega_1) \cdots G_1(\omega_n) \]

\[ G_2(\omega_1 + \cdots + \omega_n) \left[ \int_{-\infty}^{\infty} g_1^2(\tau) d\tau \right]^j \quad (57) \]

Using Parseval’s relation for single-variable Fourier transforms gives

\[ K_n(\omega_1, \ldots, \omega_n) = \sum_{j=0}^{[(N-n)/2]} \frac{(n+2j)!a_n a_{n+j}}{n!j!2^j} \left[ \int_{-\infty}^{\infty} g_1^2(\tau) d\tau \right]^j \]

\[ G_1(\omega_1) \cdots G_1(\omega_n) G_2(\omega_1 + \cdots + \omega_n), \quad n = 1, \ldots, N \quad (58) \]

Now, from the results of the cross-correlation method it will be assumed that a sufficient number of values of the degree-1 Wiener kernel have been obtained to permit the computation of \( K_1(\omega) \). Then (58) gives

\[ K_1(\omega) = \sum_{j=0}^{[(N-1)/2]} \frac{(1+2j)!a_{n+2j}}{j!2^j} \left[ \int_{-\infty}^{\infty} g_1^2(\tau) d\tau \right]^j G_1(\omega) G_2(\omega) \quad (59) \]

That is, the product \( G_1(\omega) G_2(\omega) \) is determined up to an unknown constant.

Suppose also that a sufficient number of values of the degree-2 Wiener kernel have been computed to permit the calculation of \( K_2(\omega_1, \omega_2) \). Then (58) gives

\[ K_2(\omega_1, \omega_2) = \sum_{j=0}^{[(N-2)/2]} \frac{(2+2j)!a_2 a_{2+2j}}{2^j j!2^j} \left[ \int_{-\infty}^{\infty} g_1^2(\tau) d\tau \right]^j G_1(\omega_1) G_1(\omega_2) G_2(\omega_1 + \omega_2) \quad (60) \]

That is, the product \( G_1(\omega_1) G_1(\omega_2) G_2(\omega_1 + \omega_2) \) is determined up to a constant.

In order to show how to obtain \( G_1(\omega) \) and \( G_2(\omega) \) from the first two Wiener system functions, it is convenient to write

Figure 7.6. A familiar interconnection structure.
where $\alpha_1$ and $\alpha_2$ are unknown constants. Then it is easy to verify that for any $\omega$,

$$\frac{K_2(-\omega/2, \omega)}{K_1(\omega/2)} = \frac{\alpha_2}{\alpha_1} \frac{G_1(\omega/2)G_1(\omega)}{G_1(\omega/2)}$$

so that the magnitude spectrum of $G_1(\omega)$ is determined up to an unknown constant according to

$$|G_1(\omega)| = \frac{\alpha_1}{\alpha_2} \frac{|K_2(-\omega/2, \omega)|}{|K_1(\omega/2)|}$$

Of course, this implies that the magnitude spectrum of $G_2(\omega)$ is determined up to an unknown constant according to

$$|G_2(\omega)| = \frac{1}{\alpha_1} \frac{|K_1(\omega)|}{|G_1(\omega)|}$$

Using the minimum-phase and normalization assumptions, the calculation of $G_1(\omega)$ and $G_2(\omega)$ is a well known problem in linear system theory. Further consideration of the identification problem, in particular, the determination of the coefficients in the nonlinearity, is left to Problem 7.8. But it is important to notice how the linear subsystems in the degree-$N$ polynomial system can be determined from just two kinds of input/output cross-correlations.

### 7.5 Orthogonal Expansion of the Wiener Kernels

Because of difficulties in the use of Wiener-kernel values, an orthogonal expansion approach can be an important alternative. The basic idea, similar to that briefly discussed in Section 7.1, is to represent the Wiener kernels of the unknown system in terms of an orthonormal basis for the Hilbert space $L_2(0, \infty)$, and then determine the coefficients in this orthonormal expansion. Again, the input signal to be used is a real, stationary, zero-mean, white Gaussian random process with intensity $A$.

Suppose the unknown system can be described in terms of the Wiener orthogonal representation. Furthermore, assume that each Wiener kernel $k_n(t_1, \ldots, t_n)$ can be represented in the following way. Let $\phi_1(t), \phi_2(t), \ldots$ be an orthonormal basis in $L_2(0, \infty)$. That is,

$$\int_0^\infty \phi_i(t)\phi_j(t) \, dt = \begin{cases} 0, & i \neq j \\ 1, & i = j \end{cases} \quad (61)$$

Then in terms of this basis write each Wiener kernel in the form
\[ k_n(t_1, \ldots, t_n) = \sum_{i_1=1}^{\infty} \cdots \sum_{i_n=1}^{\infty} k_{i_1 \ldots i_n} \phi_{i_1}(t_1) \cdots \phi_{i_n}(t_n) \]  

(62)

where

\[ k_{i_1 \ldots i_n} = \int_0^\infty k_n(t_1, \ldots, t_n) \phi_{i_1}(t_1) \cdots \phi_{i_n}(t_n) \, dt_1 \cdots dt_n \]  

(63)

Notice that for any permutation \( \pi \) of \( i_1, \ldots, i_n \),

\[ k_{i_1 \ldots i_n} = k_{\pi(i_1) \cdots \pi(i_n)} \]  

(64)

by the symmetry hypothesis implicit in the use of the Wiener operators. Of course, the expansion \( (62) \) will be truncated to some finite number of terms in practice, thereby yielding an approximate representation. The identification problem now is posed in terms of determining the expansion coefficients \( k_{i_1 \ldots i_n} \).

For the degree-0 Wiener kernel, there is nothing to discuss since \( k_0 = E[y(t)] \). For the degree-1 Wiener kernel,

\[ k_1(t) = \sum_{i=1}^{\infty} k_i \phi_i(t) \]  

(65)

the \( i \)th coefficient can be identified according to the following cross-correlation calculation:

\[ E[y(t)] \int_0^\infty \phi_{i'}(\sigma) u(t-\sigma) d\sigma = E[ \sum_{n=0}^{\infty} G_n[k_n, u(t)] ] \int_0^\infty \phi_{i'}(\sigma) u(t-\sigma) d\sigma \]

\[ = k_0 \int_0^\infty \phi_{i'}(\sigma) E[u(t-\sigma)] d\sigma + \int_0^\infty k_1(\sigma) \phi_{i'}(\sigma) E[u(t-\sigma)u(t-\sigma)] d\sigma d\tau \]

\[ = A \int_0^\infty k_1(\tau) \phi_{i'}(\tau) d\tau = Ak_{i'} \]  

(66)

In terms of the notation to be used for the higher-degree cases, \( (66) \) can be written as

\[ k_i = \frac{1}{A} E[y(t)G_1[\phi_{i'}, u(t)]] \]  

(67)

If ergodicity is assumed, the cross-correlation can be computed by time-averaging. Then the identification method can be diagramed in terms of a multiplicative connection of the unknown system with the known system \( G_1[\phi_{i'}, u(t)] \) as shown in Figure 7.6.
The determination of the coefficient $k_{1,i_2}$ for the Wiener kernel $k_2(t_1,t_2)$ can be diagramed as shown in Figure 7.7, where the unknown system is connected in multiplicative parallel with the known system described by the Wiener operator

$$G_2[\phi_{i_1},\phi_{i_2},u(t)] = \int_0^\infty \frac{1}{2} [\phi_{i_1}(\tau_1)\phi_{i_2}(\tau_2)+\phi_{i_1}(\tau_2)\phi_{i_2}(\tau_1)] u(t-\tau_1)u(t-\tau_2) d\tau_1 d\tau_2$$

$$- A \int_0^\infty \phi_{i_1}(\tau)\phi_{i_2}(\tau) d\tau$$

(Notice that the Wiener-operator notation is being abused slightly to avoid writing out the symmetric version of $\phi_{i_1},\phi_{i_2}$.)

Using the orthogonality properties of the Wiener operator,

$$E[y(t) G_2[\phi_{i_1},\phi_{i_2},u(t)]] = E[\sum_{n=0}^{\infty} G_n[k_n,u(t)] G_2[\phi_{i_1},\phi_{i_2},u(t)]]$$

$$= E[G_2[k_2,u(t)] G_2[\phi_{i_1},\phi_{i_2},u(t)]]$$

$$= E[G_2[k_2,u(t)] \int_0^\infty \frac{1}{2} [\phi_{i_1}(\tau_1)\phi_{i_2}(\tau_2)+\phi_{i_1}(\tau_2)\phi_{i_2}(\tau_1)] u(t-\tau_1)u(t-\tau_2) d\tau_1 d\tau_2$$
\[
\int_0^\infty \frac{1}{2} k_2(\sigma_1, \sigma_2)[\phi_{i_1}(\tau_1)\phi_{i_2}(\tau_2) + \phi_{i_1}(\tau_2)\phi_{i_2}(\tau_1)]
\]
\[
E[u(t - \sigma_1)u(t - \sigma_2)u(t - \tau_1)u(t - \tau_2)] \, d\sigma_1 \, d\sigma_2 \, d\tau_1 \, d\tau_2
\]
\[= -A \int_0^\infty k_2(\sigma, \sigma)\phi_{i_1}(\tau_1)\phi_{i_2}(\tau_2)E[u(t - \tau_1)u(t - \tau_2)] \, d\sigma \, d\tau_1 \, d\tau_2 \tag{69}\]

Computation of the expected values goes in the usual manner to yield
\[
E[y(t) G_2[\phi_{i_1} \phi_{i_2}, u(t)]] = 2A^2 \frac{1}{2} [k_{i_1,i_2} + k_{i_2,i_1}] = 2A^2 k_{i_1,i_2} \tag{70}\]

That is,
\[
k_{i_1,i_2} = \frac{1}{2A^2} E[y(t) G_2[\phi_{i_1} \phi_{i_2}, u(t)]] \tag{71}\]

The identification procedure for the expansion coefficients for the degree-\(n\) Wiener kernel \(k_n(t_1, \ldots, t_n)\) proceeds in just the same way. The calculations corresponding to (69) are much more complicated, but these can be avoided by invoking earlier results. The starting point is shown in Figure 7.9.

![Figure 7.9. Coefficient identification method for \(k_n(t_1, \ldots, t_n)\).](image)

Application of the orthogonality property immediately gives
\[
E[y(t) G_n[\phi_{i_1} \cdots \phi_{i_n}, u(t)]] = E[G_n[k_n, u(t)]G_n[\phi_{i_1} \cdots \phi_{i_n}, u(t)]]
\]

Now using a slight variant of the proof of Theorem 5.2, it is easy to show that
\[ E[ G_n[k_n, u(t)] G_n[\phi_{i_1} \cdots \phi_{i_n}, u(t)] ] \]
\[ = n! A^n \int_0^\infty k_n(t_1, \ldots, t_n) \frac{1}{n!} \sum_{\pi_1} \phi_{i_1}(t_{\pi_1(1)}) \cdots \phi_{i_n}(t_{\pi_1(n)}) \, dt_1 \cdots dt_n \]
\[ = n! A^n \int_0^\infty k_n(t_1, \ldots, t_n) \phi_{i_1}(t_1) \cdots \phi_{i_n}(t_n) \, dt_1 \cdots dt_n \]
\[ = n! A^n k_{i_1 \ldots i_n} \quad (73) \]

This gives the general formula
\[ k_{i_1 \ldots i_n} = \frac{1}{n! A^n} E[ y(t) \, G_n[\phi_{i_1} \cdots \phi_{i_n}, u(t)] ] \quad (74) \]

### 7.6 Remarks and References

**Remark 7.1** The fact that the determination of kernel values is a linear problem has been discussed by many authors working from several different viewpoints. For a treatment in a general continuous-time setting, see


The polynomial-system identification problem can be viewed as fitting a polynomial system to a given set of input/output pairs. An operator-theoretic study of this formulation is given in


An elementary discussion of the material of Section 7.1 along with an interesting application can be found in


**Remark 7.2** A more complete discussion of the use of impulse inputs for identification can be found in the paper

For the discrete-time case, see


**Remark 7.3** An elementary review of the structural aspects of linear-system identification using rational interpolation theory is given in


This treatment includes the topic of identification from steady-state frequency response. The steady-state response to single-tone inputs also can be used for identification in a class of interconnection structured systems somewhat more general than the linear-polynomial-linear sandwich. See


Identification based on the steady-state response to multi-tone inputs is discussed in


**Remark 7.4** The method in Section 7.5 for obtaining Wiener-kernel orthogonal expansion coefficients using a Gaussian white noise input is the original identification procedure suggested by Wiener. Wiener's results are presented in terms of a Laguerre function expansion basically because the Laguerre functions can be realized using electrical circuits. However, any orthogonal expansion can be used. For a detailed analysis of the Wiener model, see
Remark 7.5 The cross-correlation technique for determining Wiener kernel values was proposed in


Further discussion of the cross-correlation method from a more mathematical point of view can be found in


The first of these papers discusses the difficulties involved in finding equal-argument kernel values by the cross-correlation method. This method has been used much more widely than the original Wiener method, in large part because of the often great number of expansion coefficients that must be found in the Wiener method. Applications of the cross-correlation method have been particularly numerous in the biological modeling field. See for example


This book contains discussions of a number of important issues that arise in applications. These issues include the problem of approximating white noise, and computational methods for the cross-correlation method. The identification of cascade structured systems using the cross-correlation method has been treated in


This work is also discussed in the book by Marmarelis and Marmarelis.

**Remark 7.6** The identification problem for polynomial systems using Gaussian inputs can be formulated in terms of Fourier transforms. This leads to an expression for the system function in terms of higher-order cumulant spectra of the response. This formulation and methods for estimating cumulant spectra are discussed in


I should note that these papers require a deeper background in statistics than that presumed in Section 7.4.

**7.7 Problems**

7.1. Suppose a discrete-time, degree-\(n\), homogeneous, system is such that

\[ h_{\text{reg}}(i_1, \ldots, i_n) = 0, \text{ if any } i_j = 0 \]

Show that for the set of positive integers \(I_1, \ldots, I_n\), \(h_{\text{reg}}(I_1, \ldots, I_n)\) can be determined from the system response to

\[ u(k) = \delta_0(k) + \delta_0(k-I_1) + \delta_0(k-I_1-I_2) + \cdots + \delta_0(k-I_1-\cdots-I_n) \]

7.2. For a degree-\(n\) homogeneous system with the cascade structure shown below, analyze the possibility of identification using the steady-state response to single-tone inputs.

7.3. For the system shown in Figure 7.2, devise a single-tone identification strategy that does not require step function inputs.

7.4. Derive (55) for \(m = 0,1,2,3\), and discuss the limitations of the corresponding modified cross-correlation approach to identification.

7.5. For identification in the infinite series case using Gaussian white noise, discuss the advantages of the Wiener representation over the Volterra representation.
7.6. Develop a simple cross-correlation technique for the identification of cascade structured systems of the form shown below. Do not assume that $G(\omega)$ is minimum phase.

\[
\begin{align*}
\mu & \rightarrow [a_n(.)^N + a_{n-1}(.)^{N-1} + \cdots + a_1(.)] \rightarrow G(\omega) \rightarrow y
\end{align*}
\]

7.7. For the class of systems considered in Problem 7.6, develop an identification approach based on steady-state responses to single-tone inputs.

7.8. For the system shown in Figure 7.6, show how to determine the coefficients in the